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We present an approach to studying theoretically the regularities and the kinetic characteristics of
influenza A virus (IAV) infection in man. The estimates of the “numbers” (Zinkernagel et al., 1985)
characterizing evolutionary established interferon and immune responses in uncomplicated IAV
infection are explored by developing a multiparameter mathematical model which allows direct
quantitative references to the biological reality. The system of equations of the mathematical model of
antiviral immune response, applied earlier to acute hepatitis B virus infection (Marchuk et al., 1991a, b),
is modified and extended to describe the joint reaction of the interferon and immune systems in IAY
infection. Macrophages infiltrating the airway’s epithelium are considered to be the principal source of
interferon that induces antiviral resistance in lung epithelial cells. The model is formulated as a
delay-differential system with about 60 parameters characterizing the rates of various processes
contributing to the typical course of IAV infection. The key aspect of the adjustment between the model
and various data on the immunity to influenza is the derivation of a consistent data set—the generalized
picture of uncomplicated IAV infection. It serves as a consistent theoretical definition of the structure
of the normal course of the infection and the antiviral immune response suitable for model fitting. The
parameter estimates for the processes considered in the model are carefully discussed. The quantitative
model is used to study the organization and dynamic properties of the processes contributing to IAV
infection. The threshold condition for immune protection of virus-free host to infection with IAV
is analyzed. The relative roles of humoral, cellular and interferon reactions for the kinetics of the
uncomplicated IAV infection are studied. The contribution of parameters of virus—sensitive tissue,
interferon and IAV-specific immune processes to the variations of duration and severity of the infection
is quantitatively estimated by sensitivity studies. It is shown that the variations in the parameters of
a virus—epithelial cell system are more influential on the severity of the infection rather than that of
the antiviral immune response. The need for fine ce-ordination of the kinetics of the non-specific
interferon response and the adaptive antigen-specific immune reactions to provide recovery from the
infection is illustrated.

1. Intreduction

One of the clearly established functions of an immune
system is to protect a host against various infectious
agents. Recovery from infectious diseases caused by
viruses can be viewed as resulting from the balance
between two processes: the ability of viruses to infect
and destroy sensitive tissue cells and the ability of the
immune and non-specific defense systems to limit the
spread of the infectious agent, to neutralize free
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viruses and to kill infected cells in order to prevent
further virus replication, Some viruses, like influenza
A virus (IAV), are highly cytopathic and therefore
threaten the life of their host much more than weakly
cytopathic viruses, like hepatitis B virus (HBV). The
more destructive for sensitive tissue cells a virus is, the
greater is the need for rapid and efficient elimination
by the host’s immune systems. However, such an
efficient approach may have disadvantages when deal-
ing with weakly cytopathic viruses: these may cause
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immunologically mediated damage of cells and or-
gans, as in the case of chronic active hepatitis B
(Zinkernagel et al., 1985),

Both the course and the outcome of any infectious
disease are influenced on the one hand by virus
cytopathogenicity, tissue tropism, rapidity of spread,
generation time, susceptibility to interferon (IFN),
etc, and on the other hand by the host’s degree of
immunocompetence, MHC-linked Ir-gene dependent
immunoresponsiveness, non-specific defense systems,
etc, (Zinkernagel et al., 1985). There is a need to assess
these factors in quantitative terms to provide a firm
basis for further rigorous analysis of host immunity
to virus infections (Doherty, 1985, 1986; Zinkernagel
et al., 1985). Consequently, one purpose of our
modeling was to estimate parameters governing the
“normal” course of influenza infection. In addition,
the complexity of the human immune system is so
high that predictive understanding of the mechanisms
of infectious diseases can not be achieved without
careful mathematical modeling. In this paper we
develop a mathematical model for specific and non-
specific (IFN) components of the immune responses
in AV infection with a complexity appropriate to the
level of current knowledge of the TAV infection
mechanisms.

It is accepted in immunology that the major prob-
lern in understanding the nature of immunity is
related to the difficulty of dealing conceptually
with the complexity of the immune system in vive
(Doherty, 1985, 1986; Zinkernagel et al., 1985; Paul,
1987). This is confirmed by intensive recent theoreti-
cal research (Perelson, 1988; Segel & Perelson, 1989;
Stewart & Varela, 1990; Weisbuch, 1990; De Boer &
Perelson, 1991; Perelson & Weisbuch, 1992; De Boer
et al., 1992a, b; Weisbuch et al., 1992). The study of
virus infections is one of the central aspects of exper-
imental and clinical investigations of the immune
response. There is, as yet, no quantitatively consistent
view for most viral infections of the particular roles
of the humoral and celtular components of the im-
mune system, as well as other non-specific defense
processes in the protection, recovery and pathology of
the host. A theoretical approach based on mathemati-
cal modeling offers new opportunities for quantitative
understanding of the organization and the kinetic
regularities of the antiviral immune responses. In
the mathematical mode] presented below, particular
attention is paid to the analysis and representation of
the kinetics of antigen-driven humoral and cellular
reactions in TAV infection,

Influenza remains the major epidemic viral discase
in man. Various aspects of the infection are clearly
understood and well documented. It is a complex

biological phenomenon with a wide spectrum of
clinical outcomes. The quantitative influence of virus-
related factors, specific immunity parameters as well
as non-specific components of immune reactions
(IFN, inflammation) on variations in the duration
and severity of influenza infection need to be assessed
for clinical practice. To this end a mathematical
model quantitatively representing the major mechan-
isms of uncomplicated 1AV infection is developed in
the paper.

When foreign antigens such as viruses or bacteria
are given to the immune system, then a cascade of
defense processes including interferon system acti-
vation, lymphocyte proliferation and differentiation,
inflammation, etc. occurs to protect the host. The
magnitude of the host’s antiviral responses depends
on intercellular interactions in peripheral lymphoid
tissues while the protective efficiency results from the
“number games” (Zinkernagel er al., 1985) between
infectious agents and the defense systems. The esti-
mates of the “numbers” characterizing evolutionary
established immune and interferon responses in
uncomplicated IAV infection are explored by deriving
a multiparameter mathematical model, which allows
direct quantitative references to the biological real-
ity. Our research is intended to complement the
current work of the experimental and theoretical
immunologists,

Let us review briefly the principal processes of
antiviral immunity which are common for viral infec-
tions (Doherty, 1985, 1986; Zinkernagel et al., 1985;
Ada & Jones, 1986). To initiate infection, viruses
enter their host and infect the susceptible tissues. This
results in viral replication and the production of
cellular injury. The latter is the basis for clinical
illness. All viruses give the immune system a signal,
either on the surface of infected cells or on antigen-
presenting cells. Macrophages play a central role in
the induction and amplification of specific immune
response. Both the cellular and humoral limbs of the
immune systern are activated during viral infections.
Cellular immunity is represented mainly by cytotoxic
T cells (CTLs) that act locally via contact on a
one-to-one cell basis in solid tissue. The humoral
immunity is composed of B cells, plasma cells and
antibodies. Helper T cells play a crucial part in the
generation of both CTLs and humoral immunity,
Induction and triggering of the effector mechanisms
of T cells depends on viral antigens being presented
by macrophages of lymph nodes, or tissue macro-
phages in association with class I or class 1T MHC
molecules. This facilitates interactions in lymphoid
tissue, where most class II MHC positive cells are
found, and the IL-2 and other factors secreted by
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helper T cells operate at short range to promote
lymphocyte proliferation and differentiation. Virus-
specific CTLs, following clonal expansion and differ-
entiation, enter the lymph and localize to tissue sites
of virus replication where they deliver a lytic signal
to virus-infected cells before infectious progeny are
assembled and secreted.

It is accepted that CTLs are important in recovery
from virus infection. The cytotoxic immunity displays
a protective function by eliminating virus-producing
cells, and a pathological effect, by destroying the
host’s virus-susceptible cells. Antibodies neutralize
and remove virus particles from lymph, blood or
other body fluids (mucosae). Protection against rein-
fection by the same viruses depends mostly on pre-
existing levels of B cells and antibodies. The above
short-range structure of the immune processes that
are common for all acute viral infections including
influenza is represented in a mathematical model of
antiviral immune response (Marchuk et al,, 1991a).
Besides, there are nonspecific mechanisms of defense
that also contribute to the control of virus infections:
the interferon system and inflammatory processes.

The aim of the present research is to develop a
mathematical model quantitatively describing the
typical kinetics of the antiviral immune response in
uncomplicated IAV infection. The model considers
the foilowing components of antiviral immune re-
sponses: the antigen-specific cellular and humoral
components and the interferon components. The inte-
grative model of TAV infection is constructed in two
steps. First, a model for specific antiviral immune
responses is developed, making use of our previous
experience in quantitative modeling of an acute HBV
infection (Marchuk er al., 1991a, 5 ). Particular atten-
tion is paid to the description of the epithelial destruc-
tion in the lung, with the inflammation processes
taken into account. HBV is a slowly replicating,
poorly cytopathic virus, while IAV is rapidly replicat-
ing and highly cytopathic. An assessment of the
quantitative parameters characterizing an immune
response in the cases of both “slow” and “fast”
viruses seems to be useful in elucidating the import-
ance of the interferon response in limiting the spread
of IAV at the initial stages of the infectious disease,
before the immune defense is brought into play.

The second stage in developing a mathematical
model of influenza A infection is related to derivation
of a submodel for interferon system activation in the
upper respiratory tract. Macrophages infiltrating the
airway’s epithelium are considered to be the principal
source of the IFN that is responsible for establishing
antiviral resistance in lung epithelial cells. Thereafter,
the specific antiviral immune response and the inter-

feron system models are combined to give an integra-
tive representation for the kinetics of the principal
processes of TAV infection. Thus, the infectious pro-
cess is characterized by 13 time-dependent variables:
viruses, antigen-presenting cells, Thl cells, Th2 cells,
CTLs, B cells, plasma cells, antibodies, virus-infected
epithelial cells, IFN-protected epithelial cells, dam-
aged epithelial cells, a-interferon and IFN-producing
macrophages. The model is formulated as a delay-
differential system with about 60 kinetic and homeo-
static parameters characterizing the rates of various
processes operating in the infection. The key aspect of
the adjustment between the model and various data
on the immunity to IAV infection is the derivation
of a consistent data set, the generalized picture of
uncomplicated influenza, which provides a theoretical
definition of the structure of the typical course of
disease and the normal antiviral immune response.

It scems important to explore the point that a
realistic mathematical model of the infectious disease
can be developed from a number of simpler submod-
els of contributory processes. The necessary correc-
tions of the submodels should not destroy the core
descriptive tools: data in the form of *‘generalized
pictures”, and particular sets of parameter values.
The model developed in this paper provides a tool
for knowledge organization by relating different
particular factors and heterogeneous data from
immunology, virology and clinical practice into an
integrated and consistent quantitative description of
the IAV infection, and a single scale for analysis and
comparison of immune reactions during different
infections (e.g. caused by HBV and IAV).

The organization of the paper is as follows. In
Section 2 the nature of immunity to [AVs is reviewed.
The construction of the generalized picture of 1AV
infection is presented in Section 3, In Section 4
the parameter estimation of the antiviral immune
response model is developed. A number of parameter
estimates are refined by fitting the antiviral immune
response model to the generalized picture data for
TAV infection. In Section 5 the model for interferon
response is developed. The extended model for anti-
viral immune and interferon responses is used in
Section 6 to make quantitative predictions concerning
the factors responsible for protection against re-infec-
tion and variations in influenza course among individ-
uals. The mathematical details of parameter fitting
procedures are presented in the Appendix.

2. Nature of Immunity to Influenza A Virus Infection

Detailed reviews are now available concerning
different aspects of influenza, both from the
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immunological and the virological points of view (see
Sweet & Smith, 1980; Couch & Kasel, 1983; Mitchell
et al., 1985; Murphy & Webster, 1985; Ada & Jones,
1986). They provide a solid conceptual basis for
developing quantitative models of influenza in hu-
mans and are shortly summarized below.

Influenza viruses are divided into three types, A, B
and C. Virus A is of great epidemiological danger,
since its antigenic structure is continuously changing.
The virus particles have two surface antigens, the
hemagglutinin (HA) and the neuraminidase (NA).
The HA is responsible for attachment and for pen-
etration of the virus into cells, Both HA and NA
are present on infected cell membranes. The virion
contains also the envelope-associated matrix (M)
protein and important internal proteins: nucle-
oprotein (NP) and polymerase (P). The antigenic
variations in HA and NA are responsible for the
epidemic potential of IAV, Antibodies to HA are
strain-specific and neutralize the infectivity of the
influenza A virus. Antibodies to NA have a less
protective effect, while antibodies to the NP and M
have no protective effect on the influenza A virus.
Thus, it seems to be a reasonable simplification to
associate the antigenic properties of influenza A virus
with the HA determinant.

Human influenza is an infection of the upper
respiratory tract and the major central airways. As
the virus multiplies in the epithelium throughout the
respiratory tract it causes degeneration and necrosis.
The pathology, characterized by desquamation of
the epithelium, involves the nasal mucosa, larynx and
tracheobronchial tree. Complete resolution of epi-
thelial necrosis probably takes up to a month. Infec-
tion with influenza A virus can result in a spectrum
of clinical responses ranging from an asymptomatic
infection to a primary viral pneumonia that rapidly
progresses to a fatal outcome. The typical uncompli-
cated influenza syndrome is tracheobronchitis with
the additional involvement of small airways (Murphy
& Webster, 1985).

The incubation period ranges from 24 hr to 4 or S
days depending on the dose of the virus and the
immune status of the host. Non-specific components
of the immune response to influenza virus (fever,
interferon) are considered to have an important role
in limiting viral spread and initiating recovery prior to
the development of virus-specific T and B responses
(see Fig. 1). Influenza viruses are sensitive to interfer-
ons. The IFNs secreted by macrophages induce a
resistant state to virus infection in epithelial cells, The
IFNs secreted by cytotoxic T cells have a lesser effect
on inhibition of virus replication but increase target
cell expression of MHC antigens and active NK cells
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Fi1G. 1. Scheme of defense processes in influenza A virus infection.
(Elaborated from Mitchell er af., 1985; Murphy & Webster, 1985;
Ada & Jones, 1986.)

which can mediate non-specific lysis of infected cells,
thus acting as an amplification signal 1o enhance
CTL-mediated destruction of virus-infected cells.
Large numbers of macrophages may become acti-
vated and gain access to virus-infected cells at the
mucosal surface participating in the inflammatory
response to infiuenza infection. Delayed-type hyper-
sensitivity T cells have been demonstrated to play a
minor protective role during influenza infection but
are considered to be a major component of the
inflammatory process. Non-specific amplification of
the specific CTL action seems to be extremely import-
ant for control of IAV infection. Information con-
cerning the possible role of y6T cells, located in
airway walls, in limiting virus spread (Janeway, 1988),
and late stages of IAV elimination (Born et al., 1991)
are contradictory, but both nonspecific effects may
be described similarly to inflammatory processes
(Janeway, 1992). Recovery from influenza infection
involves specific humoral and cell-mediated immune
responses, and conclusions regarding the relative
importance of each are not possible at present, IAV-
induced helper T cell clones, stimulated by virus
antigens presented by macrophages in the context of
MHC class II molecules, are both subtype-specific
and cross-reactive. They may be specific for HA, NA,
M and NP.

The induction of cytoxic T cells requires the presen-
tation of viral antigens by macrophages or dendritic
cells in the context of MHC class | molecules. CTLs
are able to kill cells and destroy sensitive tissue by
direct MHC-restricted cytotoxic effects on a cell-to-
cell basis andjor recruftment of inflammatory cells. It
was established that the most CTLs generated by JAV
virus are cross-reactive, i.c. they react with determi-
nants shared by all influenza A viruses, although
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some distinguish between virus subtypes. CTL may
be specific for HA, NP, P. HA-specific CTLs and
Abs were shown to recognize different epitopes. It
is important that most cases of influenza in aduit
humans may be considered to proceed in the context
of a secondary CTL response. Natural infiluenza in
humans induces T cell memory, with the half-life of
CTL memory estimated to be 2-3 years.

B cell recognition is sensitive to variation in the
antigenic structure of HA and NA. Antibodies to HA,
to be protective, must be present at the mucosal
surface—having been produced by plasma cells
locally or derived from serum, i.e. by lymph nodes or
blood plasma cells. The relative proportion of IgG to
TgA increases in the lower part of respiratory tract.
When virus is transmitted naturally by aerosol, it is
deposited throughout the respiratory tract and locally
produced antibodies, IgA, and possibly IgG, with an
additional effect from serum-derived IgG, prevent
infection (Ada & Jones, 1986). The presence of local
Abs specific for HA induced by infection with atten-
uated virus correlated with resistance of humans to
infection and illness after challenge with a virulent
wild-type TAV (Murphy et al., 1982). It has been
also observed that there is a correlation between the
leve!l of serum HA-specific antibodies and resistance

to infection or iliness (Couch & Kasal, 1983}. Sup-
pressor T cells, which were subtype-specific, have
been described but their precise role in recovery from
influenza is not clear.

Virus-infected epithelial cells express on their mem-
brane both HA-antigens and MHC class I molecules.
The basic viral and immune processes of uncompli-
cated TAV infection take place in different organs and
systems of the humans (Fig. 2). Tt is established that
the virus-epithelial cells interactions are confined by
the lung epithelium compartment (LE) of the upper
and central parts of lung airways with diameter
>33mm, having a volume @Q,,~06ml (Weibel,
1986). Activation, proliferation and differentiation of
immunocompetent cells are localized to lung associ-
ated lymphoid tissue (LALT) with the volume
Q, 4.7~ 12 ml (Sapin & Borziak, 1982). The processes
of CTL-mediated killing of infected cells and neutral-
ization of IAVs by antibodies take place in the
mucous space of the upper and central parts of lung
airways, with a total volume Q,, =~ 0-4 ml (Fedoseev
& Geharev, 1989), Typical quantitative characteristics
of the structure of human upper airways are presented
in Tables 1 and 2.

To develop a mathematical model for uncompli-
cated TAV infection we represented the basic immune

FIG. 2. The scheme of spatial organization of defense processes during viral infection of the human respiratory system. (a) Lung-associated
lymphoid tissue (LALT). 1. adenoid; 2. tonsils; 3. bronchus-associated lymphoid tissue (BALT). (b) bronchi and BALT. 4. lumen of the
bronchus; 5. ciliated epithelium; 6. lymphatic nodule; 7. lymph node; 8. lymphatic vessels; 9. blood vessels; 10. spleen. {c){(i) Normal state
of bronchial wall. (c)(ii) Pathological state of bronchial wall. 11. mucus and fluid lining the airways; 12. ciliated epithelium; 13.
lymphoepithelium; 14, basement membrane; 15. lymphatic nodule; 16. blood vessel; 17. virus-induced epithelium damage; 18. infiltration

and exudation from capillary.
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TaBLE 1
Characteristics of structure of human upper airways
Name of characteristics Value (unit} References
Area of epithelium-covered six upper generations 0-01-0-06 (m?) Weibel (1978)
of respiratory tract (estimate)
Thickness of epithelium layer (distance between
bronchi lumen and basement membrane) 57 x 1073 (m} Heinoe et al. (1950)
Thickness of fluid lining the epitheliam 57 %x 107%(m) Newhouse &t al. {1976)
Part of internal bronchial surfaces occupated by 60-80% Fedoseev et al. (1989)
ciliated cells (estimate)
Percentage area of the intercellular spaces
(of cross-sectional epithelial area):
in normal condition 0-6% Heino et ai. (1990)
during inflammation 10% Heino et al. {1990)
Percentage of lymphocytes in total inflammatory cells
count (in cross-sectional epithelial area) >90% Heino er al. {(1990)
Number of ciliated cells per mm? of cross-sectional
epithelial area: Heino ef al. (19%0)
in normal condition 2200 (cetls)
during inflammation 700 (cells)
Number of inflammatory cells per mm? of
cross-sectional epithelial area: Heino er al. (1990)
in normal condition 200 (cells)
during inflammation 1700 (cells)
Area of the epithelial surface in one ciliated cell 2-4 % 10~ (m*) Fedoseev et al. (1989)
{estimate)
Percentage of macrophages (in total number 80-90% Reynolds &
of cells obtained by endobronchial lavage) Newball (1976)
Rate of macrophage removal from upper airways 108 (hr=") Brain (1970)

and viral processes of the infection by the following
characteristics, having different localization:

e free influenza A viruses (V) able to infect epi-
thelial cells (in the mucous compartment);

sinfected (C,) and destroyed epithelial cells (m)
(within lung epithelium compartment);

e antigen-presenting macrophages (A, ), and IAV-
specific helper T cells (H;, Hg), cytotoxic T

TABLE 2

lymphocytes (E), B lymphocytes and plasma cells
(B, P) (in the lymph nodes of LALT). The CTL
population is considered in the model to be
functionally uniform and is characterized by a
single variable. We refer it to the lymph nodes of
the LALT compartment and consider the concen-
tration of mature CTLs in the mucous compart-
ment to be proportional to that in lymph nodes.

Estimated characteristics of human upper airways structure (Elaborated using
the Table 1 data)

Name of characteristics

Value (unit)

Total number of ciliated cells lining six upper branches of airways

in normal condition
during inflammation

Total number of leukocytes distributed in epithelium
layer covering six upper branches of airways

in normal condition
during inflammation

Volume of fluid lining the epithelium covered
six upper branches of respiratory tract (Q,,)

Volume of the epithelium layer covered six
upper branches of respiratory tract (Q,.)
Volume of intercellular space in O,
compartment (Q,,,)
in normal condition
during inflammation

Volume of fluid in airway lumen per macrophage
Volume of intercellular space in @, compartment

per leukocyte
in normal condition
durning inflammation

2x 1053 x 10°
7 x 10°-10°

2% 10-3 x 10%
1082 % 10°
0-05-0-3 (ml)
0-05-0-3 {ml)
0-003-0-02 (ml)

0-05-0-3 (ml)
5% 107-3 x 10~ (ml)

10-11-10- (ml)
3% 1072 x 10~ {ml)
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e antibodies specific to IAV (F) (considered to be
uniformly distributed between mucous, blood
and LALT).

These make up the set of the state variables of
the mathematical model of the antiviral immune
Tesponse.

3. Generalized Picture of Uncomplicated Influenza
A Virus Infection in Humans

In this section we suggest a quantitative definition
of the processes of antiviral immune response during
uncomplicated human IAYV infection. There is a large
variety of immunologic and virologic, experimental
and clinical data characterizing the infection pro-
cesses at different levels and from particular view-
points and, consequently, partially and incompletely.
But putting forward clear assumptions, it is possible
to integrate particular in vivo and in vitro data sets
including heterogeneous and incomplete observations
into a theoretical model of the natural course of
uncomplicated IAV infection in the state space of
model variables. In other words, it is possible to
derive a consistent homogeneous description, in
quantitative terms, of the typical kinetics of an anti-
viral immune response during the infection. This
generalized picture (GP) of uncomplicated [AV infec-
tion fixes our current quantitative understanding of
the disease processes as a whole. The GP of an
infectious discase may be considered as an inter-
mediate level of data organization between the exper-
imental facts and the mathematical model.

Definition

The generalized picture of a typical uncomplicated
influenza A virus infection is a quantitative presen-
tation, in the framework provided by the state vari-
ables of the mathematical model, of various virologic,
immunologic and pathologic processes occurring
after AV invasion and resulting in an uncomplicated
influenza infection.

First, let us define accurately, using the analysis of
the previous section, the state space in which we
define the nominal trajectory corresponding to un-
complicated IAYV infection. It is ten-dimensional and
has the following coordinates, the concentrations of
the elements of our antiviral immune response model:

V(¢ )--infective AV particles in the mucous com-
partment.

M, (t }—stimulated (antigen presenting and IL-1
producing) macrophages in the LALT
compartment.

Hg(t ) —1AV-specific, activated (G,-phase) helper

T cells providing proliferation of cytotoxic
T cells in the LALT compartment.

Hy(r)--IAV-specific, activated (G,-phase) helper
T cells providing proliferation and differ-
entiation of B cells in the LALT compart-
ment.

E (t }—activated (G,-phase) CTL specific for IAV
in the LALT comparment. The CTL
population is considered to be functionally
uniform. We assume that the concen-
tration of mature CTL in the mucous
compartment is directly related to that in
LALT.

B (1 Y>-IAV-specific B cells in the LALT compart-
ment.

P (¢ )y—plasma cells producing IAV-specific anti-
bodies in the LALT compartment.

F(t )—antibodies to IAV, assumed to be the same
for mucous, blood and LALT.

C, (1 »—TAV-infected epithelial cells of upper and
central airways, producing the viruses.

m (t )—destroyed epithelial cells, characterizing
the degree of damage of the airways.

3.1. KINETICS OF INFLUENZA A VIRUS REPLICATION

Data on IAV replication, in six adult volunteers, in
relationship to the onset of clinical and IFN-re-
sponses, as well as nasal wash antibody responses, are
given in Murphy & Webster (1985). The volunteers
received 10" virus part. (or 10* TCID,) of wild-type
A/Hong Kong/68-like virus intranasally on day 0.
Virus replication peaked at about 48 hr after inocu-
lation and declined thereafter, with little shedding
after days 6 to 8. Peak virus ftiters range in symp-
tomatic volunteers from 10° to 10 virus part.
(in log-average—10"") of nasopharyngeal wash with
a correlation observed between the level of virus
shedding and the magnitude of clinical sympioms.

The experimental data of McLaren er al. (1978) on
influenza virus replication in mouse are characterized
by 10%-fold increase of virus titers, with the peak
at about 48 hr after infection, and decline to the
inoculation level on the sixth day (see Fig. 1).

It is reported that influenza viruses could be de-
tected as long as 10-14 days from the onset of
infection and thereafter are completely eliminated
{(Luria et al., 1978, McLaren et al., 1978). These and
some other data reported in Murphy & Webster
(1985) may be generalized in the following way:

e the typical initial concentration of aerosol-
delivered TAV is about 10* virus part ml~',

e the second day after infection is the moment of
the peak concentration of the viruses;
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e the relative increase of IAV concentration is
about 103

e the IAV concentration drops considerably after
the 6th day.

Three corresponding estimates for the kinetics of
influenza A virus in airway secrets during uncompli-
cated influenza are given in Table 3.

3.2, KINETICS OF EPITHELIAL DAMAGE

The target cells for IAV are the epithelial cells of
the upper airways and of the respiratory tract. The

infected cells are destroyed by both the cytopathic
effect of viruses and the result of immune (specific and
nonspecific) reactions developing to suppress virus
replication in sensitive tissue cells. The onset of
illness is usually abrupt and is manifested by fever and
other clinical signs. IAV induces pathologic changes
throughout the respiratory tract. During bron-
choscopy of persons with an uncomplicated influenza
infection, acute diffuse inflammation of the larynx,
trachea and bronchi, mucosal inflammation and
edema, submucosal edema and hyperemia are ob-
served (Murphy & Webster, 1985). The clinical

TABLE 3
Generalized picture of uncomplicated influenza A infection
Estimated
Time value of
(days) variable Comments
Concentration of influenza A viruses in mucosa
particles
ml
¥y
0 0-6 x 10° Infection dose
2 02x 10®  Peak of illness, period of maximum antigen concentration
6 0-6 x 10f Early stage of recovery, disappearance of viral particles
Concentration of destroyed epithelial cells
(Proportion of the steady-state concentration of epithelial cells)
m
1 0-1 Onset of specific disease symptoms
2 0-4 Peak of illness
5 0-1 Early recovery
Concentration of antigen-presenting and 1L-1 producing macrophages
(Proportion of the steady-state concentration of lymph node macrophages)
My
0-5 10-2 Onset of nonspecific disease symptoms
2 04 Peak of illness
Concentration of activated, influenza A virus-specific Thl cells in LALT
(Relative to the steady-state concentralion in lymph node)
Hy
0 01 The present estimates describe the initial activation of Gy-helper T cells
5 10 and proliferation of G,-phase helper T cells
Concentration of activated, influenza A virus-specific Th2 cells in LALT
(Relative to the steady-state concentration in lymph node)
fy
0 1 The present estimates describe the initial activation of Gf-helper T cells
5 10 and proliferation of G,-phase helper T cells
Concentration of activated, influenza A virus-specific CTLs in LALT
(Relative to the steady-state concentration in lymph node)
E
0 01 The present estimates describe initial activation of G,-phase CTLs
7 10 and proliferation of G,-phase CTLs
Concentration of activated, influenza A virus-specific B cells in LALT
(Relative to the steady-state conceniration in lymph node)
B
0 1 The present estimates describe
7 102 proliferation of B cells
Concentration of plasma cells secreting influenza A virus-specific antibodies in LALT
(Relative to the steady-state concentration in [ymph node)
P
0 1 The present estimates describe
7 2% 10* differentation of B cells
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studies of disease scverity and the degree of virus-
induced hyperemia in the airways given by Marchuk
& Berbentzova (1989) serve to support the following
generalizations:

o the minimal clinical symptoms typical for the
beginning of influenza resuli from the damage of
about 10% of the epithelial cells;

e at the peak of the disease about 30%—50% of the
epithelial of upper airways is destroyed,

o the resolution of disease may be characterized by
as large as 10% damage of the normal epithelial
cell population.

It was established, that desquamation of the epi-
thelial cells takes place within the 1st day after the
onset of clinical symptoms, while from days 3-5
remarkable cellular regeneration of the epithelium
begins.

The strict correlation between the amount of virus
shedding and the magnitude of clinical response
allows one to relate the disease variable (m) values
with those of the IAV kinetics (Table 3).

3.3. KINETICS OF MACROPHAGE ACTIVATION

An important aspect of developing the GP of
uncompiicated IAV infection is coordination of the
viral kinetics and macrophage activation. Direct data
describing the dynamics of antigen-presenting macro-
phages (M) for influenza infection do not exist, as
is the case for hepatitis B infection. Thus, two ap-
proaches for the estimation of their kinetics were
used. The first approach was similar to one employed
for creation of the generalized picture of acute hepa-
titis B, and the second was based on the pyrogenic
effect of stimulated macrophages.

The most prominent sign of infection is a fever
that often peaks within 24 hr to as high as 41°C, but
more commoenly is in the 38-40°C range (Murphy &
Webster, 1985). It is known that for people weighing
70 kg there are about 3 x 10° macrophages in the
lung. 10% stimulated macrophages per kg of body’s
weight may induce a 0-5-1°C rise in the temperature
(Tinsley et al., 1987). Using these data, it can be
estimated that at the peak of influenza infection about
30-40% of the total lung’s macrophage population is
stimulated (Table 3).

3.4, KINETICS OF ANTIVIRAL IMMUNE RESPONSE

The limitation and the resolution of the infection
process result from correlated responses of the non-
specific and the immune defense systems. The non-
specific response is related to interferon production,
to intensive infiltration of the infection site by
neutrophils and mononuclear cells, and to mucous

surface hyperemia and inflammation, Normally, these
result in the limitation of viral spread and the begin-
ning of its elimination (Ada & Jones, 1986; Reynolds,
1989). However, the full clearance of the organism
from viruses is provided by specific components of
anti-lIAV immune response.

We are interested in a quantitative description of
the immune response during influenza A infection in
an organism that is not primed to a given virus-sub-
type but one with a previous immunologic experience
to other subtypes of IAV.

Conventionally, immunological memory to IAV
in adults is accepted to exist both at T and B
cell levels. However, Zinkernagel er al. (1985) sug-
gest that antiviral T cell memeory is more quantitative
than qualitative, in that the precursor frequencies
of relevant T cells are temporally increased for
a short period of time after acute viral infection,
and the kinetics of secondary antiviral T cellular
responses compared with primary response are
characterized by

(i) no appreciable acceleration,
(ii} no augmentation of the response.

For influenza-immune CTL it was shown that
memory of previous influenza infection is refiected
in increased numbers of progenitor cells that
are available for clonal cxpansion. In humans a
natural influenza infection induces T cell memory
which may be characterized by about 10-10-fold
increase of cross-reactive precursor frequency
(specific to any viral determinant) with a half-life
of CTL memory of about 0-5-3 years (Mitchell
et al., 1985; Ada & Jones, 1986; Murphy & Webster,
1985).

Analysis of experimental data on helper T
cells dynamics in influenza shows that maximum
activity of helper T cells is reached within 2-6
days after infection. The CTL activity peaks later,
at 6-10 days (Ada & Jones, 1986). During these
time intervals limited numbers of helper and cytotoxic
T lymphocytes can be produced by proliferation
of antigen-activated precursors. The kinetics of
primary antiviral immune response to simple
antigen in a lymph node was considered in detail
in our previous paper on acute hepatitis B.
It was characterized by a 10*fold increase of virus-
specific T cells with respect to the homeostatic
concentration.

Using points (i) and (ii) (above) of Zinkernagel
et al. (1985), we suggest that in an organism with
10°-fold increased population of IAV-specific T cell
precursors, an infection with a new strain of IAV
would normally induce an immune response in the
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Iymph nodes of LALT which is characterized by the
following scale:

¢ 10%-fold rise of helper T cells during the first 5
days,
e 10°-fold rise of CTL during the first 7 days.

The correspending data points are given in Table 3.
They imply that the absolute magnitude of the T
cell response over the first 7 days should be similar
to that for acute hepatitis B, but the relative response
is proportionally less compared to the increase in
frequency of cross-reactive precursors,

The typical scale for increase in IAV-specific B cell
precursor frequency after primary infection seems to
be in 10-100 range (Ada & Jones, 1986). Taking into
account the subtype-specificity of B cell memory, it
seems reasonable to admit a 10-fold rise in the B cell
population able to respond cross-reactively to a new
strain of TAV due to previous antigenic experience.
Then we suggest that the absolute pattern of B cell
response should be similar to that developing in a
lymph node stimulated by a simple viral antigen
during acute HBV infection. Therefore, the B cell
response in a lymph node of the LALT during
influenza is assumed to be characterized by 10°-fold
increase with respect to steady-state concentration
over the first 7 days. This estimate qualitatively cor-
responds to results of clinical investigation on humans
(Murphy et al., 1982) and experiments on mice
(McLaren er al., 1978), The latter showed that the
anti-HA antibody concentration rose during an influ-
enza infection by 10°-10° times compared to the
homeostatic value. This increase is caused by a clonal
expansion process of anti-HA specific B- and plasma
cells of similar scale, with the differences in basic com-
partment volumes and half-life times for plasma cells
and antibodies taken into account. The correspond-
ing estimates characterizing T cell and B cell accumu-
lation processes during influenza are given in Table 3.

IAYV replicates rapidly. Thus the duration of the
activation process of helper T cells and of CTL
precursors should be taken into account, because it is
of the same scale as the time required for a 10-10°-
fold increase of viral population. The experimental
data show that about 2-10% of lymph node lympho-
cytes are in the activated phase (G ); the others are in
G,. We considered the steady-state populations of
activated hetper T cells and CTL to be 1/10 of the
total, and this is reflected in Table 3.

Unfortunately, we are not able at the moment to
suggest for the GP data set consistent data points on
the time course of influenza-infected epithelial cells
and antibodies to TAVs during an uncomplicated
influenza A infection.

4. Analysis of Influenza A Virus Infection in Terms of
the Model Parameters

4.1. MAIN SET OF EQUATIONS FOR ANTEIVIRAL
IMMUNE RESPONSE

A conceptual model of the basic immune processes
operating during acute viral infection, with inter-
actions described in terms of positive and negative
influences, have been interpreted and organized into
a population level mathematical model for the antivi-
ral immune response (see Marchuk et al., 19914, for
details). The interactions between the populations are
described in the framework of the clonal selection
theory, the birth-death balances of populations of
cells and molecules, the additive character of inter-
actions and their proportionality to population sizes,
and an average fixed specificity for an antigen. The
duration of cell division and differentiation is taken
into account by delays. The set of equations of the
mathematical model for specific components of the
antiviral immune response, to be discussed in detail
below, is as follows:

de/dt = VCV + anECVE - yVF VfF — Your Vf
—Yve Vf(C* —Cp—m), (1)
dC,/dt =6 VAC* — Cy—m) — bz C,E — b, Cy,

2)

dmjdt = bz CyE +b,,Cy— aym, E(m)=1—m/C*,
(3

AM, jdt = 3, M*V,— 0y M, (4

dHgjdt =bE[E (m)p EM,(t — T ) H {1 — %)
—MyHe) ~bJeMyHeE +af(HE — He), (5)
dHp/dt = b Z[E (m)p EM(t — T E)H (2 — T 7))
—M Hy)—bJsM, HyB +a ((H}— Hy), (6)
dE/dt =b ;€ (m)pg Mt — 1e)H(t — 7x)
XE(t —tp)— MyHpE] -~ b Gy E
+a (E*— E), 0)
AB/dr = b JTE (m)ps Mt — t5)Hg(t — 15)
X B(t —1,) — M, HyB]
+ag(B*—B), (8)
dPjdr = b E(m)pp M (t — 1p)H(t —15)
xB(t —tp)+ap(P*—P), (9)
dF/dt = peP — y4, FV,— o, F. (10)
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Our approach to parametric analysis of the model
is based on taking into account the localization of
immune response and disease variables.

4.2, VIRUS-SENSITIVE TISSUE INTERACTIONS

First, consideration will be given to the parameters
characterizing virus-sensitive tissue processes in the
mathematical model of antiviral immune response for
influenza A virus infection. In a previous paper
(Marchuk et al., 1991a) a similar analysis was done
for acute hepatitis B virus infection. Tissue cell
tropism, replication time, kinetics of expression of
viral antigens on target cells, and the extent of
infected cell destruction caused by the virus differ
considerably for IAV and HBV and determine both
the nature of antiviral immunity and the disease
process.

Equation (1) for ¥/ —free influenza A viruses con-
centration in the respiratory mucosa. It is established
that epithelial cells express viral antigens 4 hr after an
infection with IAV. Intensive replication and se-
cretion of viruses take place 6-12 hr after infection.
During a day about 10°-10* influenza viruses are
synthesized by a single infected cell (Zdanov &
Bukrinskaja, 1969). Using this information we choose
the secretion rate constant v in eqn (1) for influenza
A viruses to be about 10°-10* viruses - celi~! - day .

The final assembling step of the influenza A virion
takes place on the membrane of an infected epithelial
cell while being released from it. This is a general
mechanism for ortomyxoviruses (Kingsbury, 1986).
Therefore, there should be no complete virions inside
the infected cell, and the lethal damage of such a
cell by CTL shouldn’t lead to any release of infective
IAV from the cell. Consequently, we take the value
of the corresponding model parameter # in eqn (1)
to be 0.

The rate constant of IAV neutralization by specific
antibodies can be estimated by the same scheme
that was employed for HBV. It is known that for
neutralization of a single IAV binding with 1-10 IgG
molecules is generally sufficient (Wohlfart, 1988),
Taking the association rate constant for high
affinity antibodies to be v, =86 x 10”86 x
10 M~ day~' under the hypothesis of irreversibility
of binding, one can obtain the range for y,,in eqn (1)
to be 86 x 10°-8-6 x 102 M ' day~".

Physical defense constitutes an important mechan-
ism for neutralizing or removing injurious agents
from the respiratory tract (Newhouse er al., 1976;
Clarke, 1983; Reynolds, 1989; Toews, 1989). It in-
cludes the mucociliary transport system, sup-
plemented by the cough mechanism. For influenza

infection the mucociliary clearance of free viral par-
ticles may be considered as the major nonspecific
method of infective virion removal. Reports of
Newhouse et al. (1976) and Clarke (1983) indicate
that particles deposited in the trachea and initial
bronchial divisions are cleared with a half-time of
30 min, whereas the clearance of the airways down to
about the 16th division takes place over 24 hr. Un-
complicated TAV infection involves six bronchial
divisions so that we chose the typical time of physical
clearance to be about 4-24 hr. Then, the parameter
7yu corresponding to nonspecific ¢learance rate of
viruses ranges between 1-6 day~'.

The parameter .. in eqn (1) characterizes the TAV
adsorption rate by normal epithelial cells. It is known
that in in vitro experiments a single epithelial cell can
adsorb from 1-10 influenza virions. Multiple infection
leads to the production of a large number of defective
viral particles. The typical time of TAV virus-epithelial
cell interaction is about 10 min {Zdanov & Bukrin-
skaja, 1969). On the other hand, an epithelial cel}
becomes infected, i.e. the replication of virus and the
virus antigen expression take place 4-6 hr following
the penetration of bound virus. To balance the num-
ber of cells that become infected and the number of
viruses that were absorbed we related the correspond-
ing parameters ¢ and y,. in the following way:
Yve=k %X &, where 1 <k < 10,

Equation (2) for C,—wvirus infected epithelial cells.
A typical uncomplicated IAV infection is considered
to be an infection involving epithelial cells in the space
from the trachea up to the sixth division of the
bronchial tree, with the average concentration of the
cells being about 10°-10"celi - ml~'. The infection
process for epithelial cells is characterized by the rate
constant ¢ in eqn (2). The cell begins to synthesize
IAV 6 hr following the penetration of the virion, and
this value may be considered to be the time scale,
le_¢,, of the single cell infection process. We are
interested in a quantitative description of the infection
of about 30-50% of sensitive cells C* in the lung
epitheliom compartment: [AC x (0-3-0-5) x C*),
which is typical for uncomplicated influenza, during
the time interval of Ar x1c_.,. To derive corre-
sponding estimate for ¢ we employed the scheme

1
T teme, X AC

suggested by Marchuk et «l. (1991g). Under the
assumption of one virus to one epithelial cell we
obtained the estimate: ¢ = 5 x 10°-10' M~'day~".
Influenza A virus is highly cytopathic. According to
Zdanov & Bukrinskaja (1969) the average life time of
an infected epithelial cell is about 1 day. Thus the

a
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initial guess for the infected cell destruction rate b, in
eqn (2) may be taken as &, = 1 day~'.

The duration of a single division of an epithelial cell
during the recovery phase of the disease is about 0-3-1
day (Kilburne, 1987, Keenan ef al., 19824, b; Lechner
et al., 1982). The corresponding parameter g, in
eqn {3}, characterizing the regeneration rate of the
epithelium, was thus taken to be about 1-3 day™'.

To estimate the parameter b in eqns (1), (2),
characterizing the CTL-mediated destruction of
infected epithelial cells by delivery of lethal hits on
a cell-to-cell basis (without taking inflammation into
account) we employed the scheme

1
_ f'
([EZQLN—'QLE + tE:Cy_.,,,) L

bCE

Here 5.5, .0, is the typical transfer time of CTL
from the LALT compartment to the mucous com-
partment, about 2-12 hr (Rusznyak ef al., 1957),
tp.c,—.n—is the duration of the lethal hit process
(~20-30 min according to Martz er al. (1983), and
E='is the estimate of the number of CTLs sufficient
to destroy all infected epithelial cells. This was con-
sidered to be about -1 x (0-3-0-5)C*, with the ability
of a single CTL to deliver several (~10) lethal hits
taken into account. Thus

bepe 2 x 1004 x 10°M ' day™.

Destruction of infected epithelial cells during influ-
enza appear to be realized by the coordinated action
of specific as well as nonspecific mechanisms, and
both seem to be equally important. CTLs are con-
sidered to be essential in recovery from influenza
infection: in human volunteers CTL memory corre-
lated with rapid clearing of administered virus in
individuals with no antibody immunity (Mitchell
et al., 1985). CTLs are able to kill virally infected cells
and destroy tissue by direct cytotoxicity and recruit-
ment of inflammatory cells to prevent further virus
replication, Doherty (1985) reports that CTLs pro-
mote inflammation in experimental influenza infec-
tion. Both virus induced inflammatory process and
virus clearance are considered to be functions of the
class I MHC-restricted T cell population. The desqua-
mation of the epithelial cells is the direct result of the
CTL-induced nonspecific destruction of epithelial
cells in the infected area of tissue. An uncomplicated
influenza infection is characterized by acute diffuse
inflammation of larynx, trachea and bronchi as well
as mucosal inflammation and edema. On the other
hand, one can compare an estimate of infected epi-
thelial cells which should be destroyed, about 10
ceils, and an estimate of the CTL progeny able to kill

them generated in the course of the immune response
during first 5-7 days, which is about 10%. Then the
conclusion can be drawn that a single CTL should kill
about 100 infected epithelial cells. It seems unlikely
that its potential is sufficient to do this (Martz et al.,
1983; Perelson & Bell, 1982). Clearly, to destroy such
an abundance of infected cells, CTLs, together with
direct lethal damage of infected cells by contact
interaction, should induce nonspecific processes of
infected epithelial cell destruction. Inflammation may
be considered as the basic mechanism of the destruc-
tion intensification process. Another mechanism is the
secretion of IFN-y by CTL which increases target cell
expression of MHC antigens, possibly making these
cells more sensitive to CTL, and activates NK cells
(Mitchell e al., 1985). To take into consideration the
intensification effect of inflammation on both the rate
of CTL-controlled destruction of infected epithelial
cells and the antibody-mediated neutralization of free
viruses, the corresponding terms in eqns (2), (3) and
(1) for €y, m and V; were modified in the following
way (according to Marchuk & Petrov, 1983):

beg CVE — fe(Dbcs CyE,
yVFFV _>fy(1 )YVFFV Wlth [ = CV,[C*.

The functions f-({)=(1+ p{C,/C*)), frl)=
(1 + p(C/C*)) phenomenologically link the pro-
cesses of inflammation and tissue destruction to the
degree of sensitive tissue infection Cp., As an initial
guess for pc and p, we suggest an estimate of the ratio
of peak number of infected cell to the maximum
number of CTLs over the first 5 days after the
beginning of IAV infection. This ratio is about 102

Now we consider the parameters governing the
realization of virus specific cellular and humoral
immune responses during IAV infection in the frame-
work of the antiviral immune response model [eqns
(4-10)].

The estimates for all these were constructed in
previous papers (Marchuk ez al., 19914, b) for the
acute hepatitis B infection. Influenza A virus has a
different antigenic structure and provides a different
time scale as compared to HBV. We postulated that:

(i) The particular antigenicity selects the frequency
of responders and thus defines the homeostatic
size of T and B cells specific for TIAV.

(ii) Influenza A is a fast infection, i.e. the incubation
period is short and virus replicates rapidly, so
the estimates of parameters should be modified
for those that were constructed with the slow
character of hepatitis B virus in mind. To this
group belong the parameters characterizing the
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progeny size and duration of progeny formation
for CTLs and B cells.

(ii1) The antigen-induced activation of macrophages
and the proliferation and differentiation of T
and B cells in LNs are not related directly to
the specificity of pathological processes induced
by particular viruses. The admissible ranges of
stimulation rate constants characterizing the
interactions in lymphoid tissue are considered to
be invariant for different lymph nodes and anti-
gen specificities during the inductive phase of the
immune response. This point may be questioned,
because variations in replication times of
immunocompetent cells are allowed as an adap-
tation mechanism providing adequate defense
against highly cytopathic viruses (Zinkernagel
et al., 1985). However supporting quantitative
data are not known to us.

4.3, IMMUNE HOMEOSTASIS

It is established that natural influenza boosts T cell
and B cell memory (Ada & Jones, 1986). A memory
of a previous infection implies that increased numbers
of progenitor cells are available for clonal expansion.
The data reported elsewhere show considerable vari-
ation in the magnitude of memory T- and B cells
levels over time, but generally, the relative increase of
precursor frequency is 2-100-fold. The majority of
TIAV-induced CTLs are fully cross-reactive and would
provide heterotypic immunity, in contrast to anti-
bodies {and consequently B memory cells) which are
protective against reinfection by strains closely related
to the stimulating TAV. The specificity of IAV-
induced helper T cells parallels that reported for CTL.
The existence of specific activity of helper T cells
taken in immunized mice at 2 years may also be
interpreted as memory of a helper cell subset (Ada &
Jones, 1986). The half-life of influenza-induced
human CTL memory is reported to be about 0-5-
3 years. The existence of memory T- and B cells in
adult humans with different patterns of specificity
should be taken into account when constructing
estimates of homeostatic levels of lymphocytes in the
LALT, which specifically respond by clonal expan-
sion during uncomplicated IAV infection.

The concentration of macrophages able to present
foreign antigens in LALT [M* in eqn (3)] was con-
sidered to be the same as in other LNs. According to
Sapin ez al. (1978), and Shevach (1984), the following
estimate can be used:

M* 2510753 x 107" M.

The numbers of helper T cells (Thl and Th2) and
CTL-precursors in 2 lymph node able to respond

to simple antigen were discussed by Marchuk et al.
(1991a). Taking into account memory and cross-
reactivity phenomena in the case of influenza A in
adults, we suggest that the numbers of H¥, H}
and E* should be increased by 100-fold. Thus,
the foliowing estimates of homeostatic sizes of T
cell subsets specific for IAV [egns (5), (6), (7)] were
used: HEx107%-107"M, H¥=1077-10"1M,
E* = 1071-10"" M.

The effect of the memory of a previous influenza
infection on the homeostatic size of B cell and anti-
body populatiens able to recognize a new subtype of
influenza A virus—B*, F* in eqns (8), (10)—should
be manifested to a lesser extent than for T cells due
to poor cross-reactivity. This point may be accounted
for by a 10-fold rise in the frequency of B cells
and antibodies specific for an IAV subtype, compared
to that in the case of simple antigens for organism
that is not primed: B*=5x 107'%-5x 10" M,
F* 2 10°-10° e ml ' 2 1-7 x 107517 x 107 M.

An estimate of the homeostatic concentration of
plasma cells (F*) in eqn (9), providing the given (¥¥)
level in blood, mucous and LALT of antibodies
specific for IAV, can be obtained using the secretion
rate pr and the volumes of the corresponding com-
partments (.., in Tables 2, 5):

_ e Quigoa + Qar + Qracy)
PrQrarr
x 10737 x 107 M.

P* ~243cellml™' 23

Estimates of decay rates for helper T cells [ &, o 5
in eqns (5), (6)], CTL [« in eqn (7)], B cells [a; in egn
(R)], plasma cells [z, in eqn (9)], antibodies [« in eqn
(10)] and antigen-presenting macrophages in eqn (4)
were taken to be the same as in the case of hepatitis
B immunity, due to the identity of their biclogical
meaning,

4.4, ANTIGEN-DRIVEN CLONAL EXPANSION

Generation of the immune response in IAV infec-
tion includes the steps of initial clonal activation,
proliferation and differentiation of various lympho-
cyte subsets. Data from animal studies shows that
helper T cell activity during influenza is characterized
by peak activity titers at day 2, while CTL activity
develops early after the onset of influenza infection
and reaches a peak between days 4 and 10, generally
before specific antibodies are detectable (Ada &
Jones, 1986). The initial activation of heiper T cells
during hepatitis B infection was considered as instan-
taneous in comparison to the low replication rate
of the virus. The initial activation of T cells depends
on co-recognition of foreign antigen with MHC
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molecules on the surface of macrophages and usually
takes 4-24 hr (Depper et al., 1984; Shevach, 1984) to
progress from the &, to &, phase of cell cycle. This
time is comparable with the time for a 10-10°-foid
increase of TAV antigen concentration due to fast
replication rate of the virus. Thus, a sharper time scale
is provided by IAV as compared to HBV for the
timing of immune response generation. Activated T
cells produce different factors which are extremely
important for the kinetics of the influenza A infection:
helper T celis secrete I1.-2 and other lymphokines and
CTL produce IFN-y, which increases the expression
of MHC antigens acting to enhance virus-infected
cells destruction (Mitchell et ai., 1985). The initial
immune activation has an important implication for
the IAV infection course (Murphy & Webster, 1985).
The kinetics of initial activation of helper T cells and
CTLs was described by specific initial functions for
delay terms in equations (5)}-{7):
Qa(t)=M()H(t), —15<t <0
@ 5(t)=M,(t)Hp(t), —t5 <1 <0,

pe() =M, (HADE(Q), —1,<t <0

3

Typically, about 90% of T cells in a LN are in
G, phase, while the other 10% are activated, i.e.
in G, phase (Hofman et al., 1985). This cell cycle
distribution of T cells leads to the delayed and
monotone character of appearance of completely
activated T cells over the Ist day after the onset
of infection, which is schematically represented in
Fig. 3. The bell-shaped initial functions of the follow-
ing type (Richtmayer, 1978; Vladimirov, 1988) were

taken: |

1 b
— exp ]—12,

for0<|t] <1,
C or 0 < ¢

0, for |t = 1.

They have been specified to meet the requirements
which are similar for Hg, Hy and E, s0 only the case
of H;(Th1 cells) is explained: ¢ ;(z) being inserted in
corresponding eqn (5) and integrated over the time
interval 0—1 & should add 0-9 x H % cells to the popu-
lation of the cells being activated at the moment of
infection. Therefore, the initial function ¢ §, taken to
satisfy the equality

£
j EpEoE(t —th)ds =09 x HE,

0
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Fi1G. 3. The scheme (using the example of H cells) for the kinetics
of initial activation (——-) of T cells being distributed at the
moment of infection over resting and activated states. The effect of
the distribution on the kinetics of antigen-driven activation is
maoxdeled by initial functions for the delay terms represented by (—).

The initial concentrations of H:(0), Hz(0) and E (0)
corresponding to the number of non-specifically
activated T cells in lymph node at the moment of
infection were taken to be (+1 of their corresponding
homeostatic sizes (H ¥, H}, E*) estimated above,

The initial distribution of B cells seems to be not so
important to the dynamics of the infection because
they do not participate in the initial regulation of the
immune response, and the humoral immune response
usually appears to be a more slow process than T cell
immunity.

The fast character of IAV growth makes it necess-
ary to adjust the interpretation of the proliferation
and differentiation of T- and B cells in the model from
a clone formation level to a single division level. It
means that, instead of considering the parameters p &,
5, ph. T8, Pes T, Pgy Tas Pps Tp as the numbers of
daughter cells in clone and the durations of clone
formation (in the case of hepatitis B), we should
rather treat them as parameters of a single division
and thus, refine the time resolution by considering
elementary steps of clone formation processes.
According to Shevach (1984), the duration of single
division of activated helper T cell, 7, ranges from
10-20 hr. This uncertainty, being not large for hepa-
titis B immune response, seems to be wide in the case
of TAV infection. To allow for this uncertainty we
suggested in eqns (5) and (6) that from one to two
consecutive divisions may take place during the 7§,
t %, and therefore the number of daughter cells p &,
p % may be 2 or 4.

can be specified as follows;

252 %09 x H}
033 xtE x bE x pf

pR(t)=
0,

= X expl-le—faempir for —2/3t<t <1,

fort < —2/3t4,120.
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The same arguments could be used while analyzing
the parameters t; and pg in eqn (7) for CTL. The
duration of a single division for CTL, 7, is 12-24 hr,
and p; is 2-4.

A stimulated B cell undergoes several divisions
forming a clone of daughter B cells, plasma cells and
memory cells. The part of clone differentiating into
plasma cells is about 10% (Sengbusch, 1979). How-
ever, to account for the fact that in adults the immune
response to IAV, in helper T cell and B cell subsets,
has the features of a secondary immune response, we
supposed that this portion may be increased to
30-40%. The duration of a single division of a B cell
is about 7,2 12-24 hr (Mosier, 1986). Thus, to de-
scribe the proliferation of B cells and the appearance
of plasma cells in eqns (8), (9) we took the estimates:

pr=153 pp=05—1, 1, =1,=05-1day ",

The admissible range for the immune response stimu-
lation rate parameters b3, b7, &%, b7, b} may be
constructed using the same approach that was em-
ployed for hepatitis B (Marchuk et al., 1991a). Those
estimates were derived without any definite relation to
any particular antigenic specificity of the virus, and
may be used as initial guess for influenza infection
modeling. In Zinkernagel er al. (1985) it was pointed
out that for acute infectious agents, one does not have
to evoke sophisticated suppressor cells or cellular
network circuits to regulate an immune response after
fast elimination of acute cytopathic viruses, Accord-
ing to the Generalized Picture, IAVs are presented in
concenirations exceeding the stimulation threshold
for over 6 days, whereas 5-7 days are required for
mounting an immune response. Therefore, the values
of the suppression parameters &,'%, 51" in eqns (5)
and (6), were taken to be effectively “zero”, and equal
to each other (compared to the case of HBV infection,
for which the prolonged presence of antigen during
the recovery phase is observed and suppression loops
need to be involved).

The parameters of the model, their ranges and the
initial values taken for simulations of the specific
components of antiviral immune response during
uncomplicated IAV infection are listed in Table 4.

4.5. PARAMETERS VALUES FITTED TO UNCOMPLICATED
INFLUENZA A YIRUS INFECTION DATA

Initial estimates of the model parameters derived in
the Sections 4.2-4.4 were refined according to the
kinetic pattern of uncomplicated IAV infection rep-
resented by the generalized picture data (Table 3).
The data are few in number, so the parameter
candidates to be varied during the fitting must be
carefully selected according to relations between the

viral, immunologic and clinical processes and the
underlying model paramelers being considered to
monitor the kinetics of the processes. By trial-and-er-
ror sequential fitting of the model to GP data, using
the procedures described in the Appendix, a number
of parameter values sets can be obtained. One of them
is given in Romanyukha er al. (1992) and although
closely fits the data, is characterized by biologically
unrealistic values of some parameters. Prior knowl-
edge about the antiviral immune response parameters
for acute hepatitis B virus infection was used to
improve the correctness of the estimates. We tried to
obtain a consistent set of parameters values that gives
a reasonable behavior with respect to the GP kinetics,
while the differences in the antigen-driven lymphocyte
stimulation rates in lymph nodes, as compared to
HBY infection parameters, are minimal. The final list
of parameter values adjusted to the GP data is given
in Table 5. The corresponding solution with the GP
data, is shown in Fig. 4. There are minor changes,
less than 350%, in the values of b, a,, Yy, a5
compared to their initial estimates. The refined values
of the parameters for the IAV replication rate, (v),
the infection rate, (g), differ considerably from their
initial estimates—by 10 and 10°-fold, respectively.
The latter differences mean that the scheme employed
for the initial estimation of ¢ is rather crude and
should consider factors such as spatial structure,
pathways of virus propagation (direct cell-to-cell),
component transfer, ete, for the infection rate to be
assessed more adequately. As large as an 800-fold
increase in the value of the plasma cell generation rate
(b ) was necessary to fit the GP data. The final value
of b7 is equal to b7, which seems, however, to be
more realistic than the about 800-fold difference of b}
and b} in the case of the acute hepatitis B parameters
set. Most disturbing is the very crude estimate of
virus-infected epithelial cell killing rate mediated by
CTL, b.;. This fact illustrates that the kinetics of
cell-mediated destruction process is not adequately
represented by the scheme implemented for assessing
the parameter estimate. Indeed, non-specific pro-
cesses, like epithelial desquamation, local cytotoxic
T,, low-specificity reactions, as well as details of the
spatial structure of the tissue, CTL recruitment, etc,
should be accounted more precisely.

We consider the achieved degree of fitness as being
good. Next, it would be necessary to validate the
model by testing its predictive ability against exper-
imental data which were not used directly for identifi-
cation of parameters, and its behavior for clearly
established infection phenomena (e.g. dose-incu-
bation period relationship, protection by immune
memaory, etc).
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TABLE 4

Permissible values Initial
Physical meaning of parameters range value (unit)
M* concentration of class 1 or class II bearing macrophages (in LN) 5x 1073 x 107" 101 (M)
H¥ concentration of influenza A virus (IAV) specific Thl helper cells
cooperating with cytotoxic T cells (in LN) 10-'5-10-"% 10-'5 (M)
% concentration of JAV specific Th2 helper cells cooperating with
B cells (in LN) 10-7-106 10-17 (M)
E* concentration of IAV specific cytotoxic T cells (precursors) (in LN) 10-'-10-'3 10-'% (M)
B* concentration of IAV specific B cells (in LN) 05 % 107705 x 1076 107 (M)
P* concentration of IAV specific plasma cells (convent.) Ix 0787 x 10-% I-8 x 1072 (M)
F* concentration of IAV specific antibodies (in any compartment) 7% 107PF-1.7x 10-"2 85 x 10~"* (M)
C* concentration of epitheliai cells [Tx 107217 x 107" 17T x 10" (M)
o, rate constant of stimulated state loss for macrophages 1-0-1-5 I (day~')
o, rate constant of activated state loss for Thl ceils 0-8-12 1 (day~")
o ) rate constant of activated state loss for Th2 cells 0-8-1:2 1 (day~")
ap rate constant of natwral death for cytotoxic T cells 0-33-0-5 0-4 (day™')
ay rate constant of natural death for B cells 0-05-0-1 0-1 (day™")
wp rate constant of natural death for plasma cells 0-33-0-5 04 (day™")
oy raie constant of natural death for antibodies 0:043 0-043 (day~")
1%  duration of Th! cell division(s) 0-4-0-8 0-6 (day)
7%  duration of Th2 cell division(s) 0-4-0-8 0-6(day)
7y duration of CTL division(s) 0-5-1 0-5 (day)
7y duration of B cell division(s) 0-5-1 0-5 (day)
tp  duration of B cell division(s) and differentiation resulting in plasma
cells appearance 0-5-1 0-5 (day)
p & number of Thi cells created by division(s series) 2-4 4
% number of Th2 cells created by division(s series} 2-4 4
pr  number of CTLs created by division(s series) 24 2
pp proportion of B cells in clone created by series of 1 or 2 divisions 1-5-3 3
pp proportion of plasma cells in clone created by series of 1 or 2 divisions 0-5-1 1
pr rate of IgG production per plasma cell 0-85 x 10%-1-7 x 10° 1-7 % 10* (molecules/cell+day)
b% rate constant of Thi cells stimulation 4 x 10-3 x 10 10 (M~'day™ ")
5% rate constant of Th2 cells stimulation 4 x 10"-3 x 10% 10 (M- day™")
b5 rate constant of CTL stimulation 5 x 10°'-7 x 10% 10°2 (M -day~")
b7 rate constant of B cells stimulation 5 x 103-10% 102 (M ~*day™")
b7 rate constant of B cells stimulation resulting in B cell protiferation and
differentiation into plasma cells 5 x [0¥-10% 102 (M~2day~")
b Yt parameter characterizing the suppression effect on Thl cells 103 (M ~*day™")
b % parameter characterizing the suppression effect on Th2 cells 10 (M~2day™")
¥y Tate constant of macrophage stimulation 1084 x [0% 10(M~"day~")
yrp rate constant of IgG binding to TAV 86 x 10°-8:6 x 107 86x 10"(M*day™ 1)
¢ rate constant of epithelial cells infection with IAV 5 x 100197 10° (M~ day~!)
by rale constant of infected epithelial cells damage by CTL 2% 1074 x 108 108 (M~'day1)
b rale constant of CTL death due to lytic interactions with infected
epithelial cells 2 x 1054 x 10° 108 (M~ 'day~!)
b, rate constant of infected epithelial cell damage due to IAV cytopathicity 0-3-2 {{day~"}
o, rate constant of epithelial cell regeneration 1-3 3{day~")
v rate constant of IAV particles secretion per infected epithelial cell 10%-10¢ 6 x 10° (day~")
n  number of 1AV particles released from infected epithelial cells damaged
by CTL 0 0
¥ve Tte constant of [AV adsorption by epithelial cell 5% 107-10° 8 x 10" (M~'day~")
yyy rate constant of nonspecific 1AV removal 2-4 2{day™")
yyr rate constant of [AV npeutralisation by anti-IAV IgG 86 % 10°-86 x 102 86 x 10''(M~'day™")
iy amplification parameter for free viruses neutralization 10? 10
u- amplification parameter for infected cells destruction 102 10?
¥4, rate constant of [FN producing state induction in macrophages 14 x 1014 x 10" 2x 10" (M~'day™")
ay, rate constant of IFN producing state loss for macrophages 0-3-0-5 0-5(day~!)
p; tate of IFN production per macrophage Tx107%-3x 1074 8 x 1073 1U/(cellxday)
®, rate consiant of natural decay of IFN 100-10 24 (day~")
o; rate constant of IFN binding with epithelial cells 10'°-0"? [0 (M~ 'day™")
a, rate constant of virus resistant state induction in epithelial cells 2 x 100 (M~ day~")
ap, rate constant of epithelial cells virus resistant state decay [ (day~')

An analysis of the model solution {Fig. 4) allows
one to conclude that the propagation of infection in
virus-sensitive tissue is terminated in the first five days

in the model by a limited number of susceptible
cells C* (before the specific immunity is brought
into play). Working out of maximal eigenvalues
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TABLE §
Model parameters values for simulating an uncomplicated influenza A infection

Parameter Estimate Parameter Estimate [init. estimate]
M* 10-*M PePs 2.3

: 1071 M op 1
HE 10-7M Pr 1-7 x 10® molecule x cell~' x day~!
E* 10-'"M b 27 x 10 M~¥ day~!
B* 10-7"M bE 27 % 10 M~ day~"'
P* 18139 < 10-®M bf 50 x 10¥ M~ 2day~!
F* 83 xi0-"M bf 80 x 10?M-2day™!
c* 17 x 10" b? 80 x 107 M~? day~' [10%)
'y 33day~'[1] Yy 34 x 1P M~ day™~' (10
af 1-0day-! Vv 86 x 10" M~' day~!
al 1-0day~! e 20 x 109M-"'day™! [107]
d 0-4day-! bes 66 x 104 M~ day~! [10%]
g 0-1day! b, -5 day~! [1-0]
op 04 day! U 4-0day~! [3-0)
o 0-043 day™! v 510 day~! [6-0 x 10°]
5 0-6 day Tre 60 x 10°M~ ! day~! [8-0 x 107}
¥4 0-6 day Trae 1-7day~! [2-0)
T 0-5day Yye 8-6 x 10! M~ day~!
Ty 0-5 day b 105 M~? day™"
Tp 0-5 day b He 10¥ M~ ?day~!
P 4[2] P 4 2
T 1-0 x 10? bee 16 x 10" M~ day™!
He 10 x 102 n 0
v 10 x 10719 M
M?P 17 % 102 M
Yar 2:0 x 10" M~* day~! %y, 0-5 day~!
2; 60 x 10" molecule x cell™} x day™' o, 1-0 x 10 M~ day~'
a 24-0 day~! Cr 2.0 x 10" M~ day-!
o -0 day!
Ouoea 101 Oy 40 x 1041
Orar  12x1077] 0x 60 x 1041

in the differential subsystems corresponding to IAV-
sensitive tissue compartment and to the T lymphocyte
or B lymphocyte activation processes, gives the
following estimates of the relative growth rates:
~100:1 (compared to ~ 1:1 for acute hepatitis B case).
These numbers make the point that fast non-specific
mechanisms play a vital role in limiting the spread of
influenza virus during the initial phase of infection,
before the specific immune response is able to bring
the infectious process under control. The IFN system
is considered to be the major mechanism limiting
the influenza A infection within the first 2-3 days
(Kilbourne, 1987). To make the antiviral immune
response model a predictive tool for biologically
grounded and practically observed variations in
influenza course and severity, it seems necessary to
consider explicitly the TFN system by extending the
model system of equations. Without explicit descrip-
tion of the IFN system reaction, the predictive ability
of our antiviral immune response model with respect
to infection severity seems to be seriously limited by
the simplified description of the initial phase of IAV
infection.

5. Modeling of Interferon Response in Influenza
A Yirus Infection

In the former part of the paper we have assumed
that in uncomplicated infection AV can destroy only
one-third of epithelium cells covering the upper part
of the airways. This assumption is called into question
by the contradiction between, on the one hand, the
high rate of IAV replication, the high cytotoxicity of
the virus, the high concentration of the virus in the
nasofarengal wash in the acute phase of disease and,
on the other hand, the wide spectrum of clinical
manifestations of influenza: from minimal damage
of epithelium (approximately 60-80% of cases) to
serious infection up to a lethal outcome (approxi-
mately 1%). Therefore, there must be mechanisms that
can provide considerable but variable protection to
epithelium cells from person to person (Jackson &
Muldoon, 1975; Harris, 1984),

5.1. GENERAL CONSIDERATION

Numerous clinical and experimental observations
suggest an important role for interferon in limiting



"viep axmoid pazijeisusd ayy of [spout oy Uy £q pauyal aom sisjowered [BI9A3S JO SIIBUINS? SYL ¢ 2[qe ] Ul UsALR 138 1mawesed sy 01 Surpuodsariod
UONM[OS [opow 311 I€ SIUI PHOS YL "UONINJUI ¥ ezUSPUl paesydurosun jo axmord pazierauad ayy o) Suiplosoe usald ale (+ ) Aq padew ‘ss[qeliea
[3pOwW JO sanjeA PARWINST ‘UONI3JUL SHA Y ezuangul peordwrosun Jo 35InMed 3yl FUNEnUNs [9pow 2suodsal JUNUIL [eNANUE 3 JO UCHN]OS § DI

G. A, BOCHAROV AND A, A. ROMANYUKHA

340

@ (®}
Av(q feqg A F:{y
T 01 g 0 91 01 g o a1 0T g 0 1 01 g 0
w.| T T — 00 T T —0-0 T ' T 201 T T ™ z0T
+ Io 20 no.m mOH (@]
20 S 301 u
0 70 O 0T m. 1 0 a
+ 4vo & 5 je015 3501 =
Q lg0 G B, ] g
{g0 * * 90T 1 4901 =
m..m 80 L01 j.o1 -
80 o1 g0t 1501
g1 01 g 0 01 0
r T T T o1 T o0 20T ™ z01
¥ E
\lT_ HQ._.. mc.ﬁ h MQH
0T ot EH 3 Mn
=1 k3 .vgm »01 a
wOH n0|. E — .m =
01 901 = 0T °
= 1" 199t §
o1 T +0T 1 g0 * 7 0T =
z:01 + 40T {01 T 3,01
»10T a0l 4 501 4 01
0 g 0
T 001 ™ — ¢0T
3.01 20T
NO.-AW 0T =
o =4
gl = o1 B
g Lot
»OT o o0F ~
»n mo.ﬂ Nncﬁ
A wo.m .:Q.—”




MODEL OF ANTIVIRAL IMMUNE RESPONSE, IiI. 341

the virus infection (Zdanov & Bukrinskaja, 1969;
Kilbourne, 1987). IFN is the earliest sign of the
known host defense mechanism. It is operative within
hours after the infection begins. Activation of the
IFN system during acute viral infection in wvive
lasts from several days to 3 weeks (Baron et af., 1981).
There is little doubt, at present, that IFN forms the
first line of defense against viral infections before
the specific immune mechanisms are fully mobilized
(Joklik, 1985; Stewart, 1986).

Interferon (or more correctly interferons) are com-
prised of at least three types of proteins which are
newly produced and secreted by body cells stimulated
by foreign substances.

Interferon-a and interferon-§ (IFN-o and IFN-§)
are produced predominantly by leukocytes and fibro-
blasts, respectively, in response to viral infection or to
a variety of inducing agents. Interferon-y (IFN-y),
formerly called “immune”, is produced by unsensi-
tized lymphoid cells in response to mitogens and by
sensitized lymphocytes when stimulated with specific
antigen. All IFNs possess both antiviral and anti-
cellular activity; all interferons cause interference
with the multiplication of viruses and regulate a
variety of cellular (including immune cells) functions.
In general, it may be said that the effectiveness of
inducing antiviral activity differs widely both with
the type of celi and the type of IFN (Balkwill,
19864, b, ¢).

5.2. CELLULAR COMPOSITION OF UPPER AIRWAYS

First, it should be noted that interferons are charac-
terized by poor diffusion capacity in compact tissue
and consequently the local (in the fluid arcund cells)
concentration of IFNs is the major determinant of the
degree of antiviral activity (Dianzani et al., 1978).

Epithelial cells are the major component of airway
epithelium (more than 90% of the total cell count
under normal conditions—see Heino er al., 1990).
TIAV cause productive infection in these cells and
destroy them. Inflammatory cells (less than 10% in
the normal case and up to 50% during inflammation)
include predominantly lymphocytes and a variable
(from 20%-50%) proportion of macrophages (Holt
& Schon-Hegrad, 1987; Heino et al., 1990) or essen-
tially macrophages (up to 95-97%—Beasley et al.,
1989). TAV cause abortive or weakly productive
infection in lymphocytes and macrophages. Infection
changes the functional properties of these cells con-
siderably and effectively induces interferon synthesis
(Jakab, 1990; Roberts ef al., 1979). Although theoreti-
calty all nuclear cells are considered as potential
produces of interferons in response to virus infection

(Isaaks & Lindenmann, 1957), it should be noted that
rapidly replicating viruses (such as IAV) are able to
block cell protein synthesis at early stage of permiss-
ive cell infection {Beloso et al., 1992). Consequently,
IFN production in the case of rapidly replicating
viruses is determined by non-permissive cells located
in the tissue (such as leukocytes infiltrating airway
epithelium), and IFN binding to cellular receptors
must precede to virus invasion. The important role in
vive of leukocytes, and, especially, of macrophages as
interferon producers is emphasized in many papers
(Borecky et al., 1974; Shwartzman & Chazenson,
1978; Mogensen & Virelizier, 1987).

Let us consider experimental data concerning the
kinetics of antiviral protective interferon reaction.

5.3, KINETICS OF INDUCTION OF ANTIVIRAL STATE TN
LUNG EPITHELIUM CELLS

Conditionally one may distinguish between direct
antiviral activity of IFN (via induction of an antiviral
state in cells) and indirect antiviral activity (via the
increasing effectivity of other defense mechanisms,
mainly the immune system). By its nature the IFN-in-
duced antiviral state is a consequence of the induction
of the synthesis of several new proteins in the cell,
making it resistant to virus challenge.

The following steps of antiviral state induction
have been determined (Joklik, 1985):

o [N molecules bind to specific high-affinity recep-
tors existing in the cellular membrane. The num-
ber of these receptors varies from 10>-10* per cell,
IFNs bind with an apparent binding constant of
107°-10""' M (Balkwill, 1986a);

o the IFN-receptor complex is subjected to endo-
cytosis, which occurs within 1-2 hr. Internalized
IFN is rapidly degraded;

e internalization triggers a rapid change (in as little
as 5min) in the pattern of mRNA and protein
synthests;

e these proteins (e.g. Mx and related proteins,
protein kinase and some others) are the actual
effectors of the antiviral state;

o the antiviral state usually lasts for several days
(up to 10) and then decays,;

e the continuous presence of IFN-« or -f§ appear to
be necessary to maintain the suppression of virus
replication.

Let us consider the potential sources and targets of
the IFN defense reaction, which plays an essential
role in direct antiviral protection during IAV infec-
tion.
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5.4. KINETICS OF INTERFERON PRODUCTION

Viruses and double-stranded RNA induce IFNs-«
and -f, and, in general, % genes are most efficiently
induced in leukocytes. Evidence so far indicates that
the inducing factor in viruses is double stranded
RNA, which is formed during the replication cycle of
virus and that one, or only a few, virus particles are
sufficient for this process. The kinetics of IFN pro-
duction in the case of productive infection tends to be
the same for most virus infections. IFN production
begins approximalely 4 hr after infection, reaches a
peak when viral protein synthesis is proceeding at its
maximal rate, and then declines. IFN-¢ may be
produced by either lymphocytes or monocytes
{macrophages in tissue), but there are considerable
differences in the antiviral activity exhibited by differ-
ent IFN-a subtypes from these two cell types. The
major (& 50%) subtype of IFN-« produced by mono-
cytes has greater antiviral activity (up to ten times) in
comparison with other IFN-x subtypes (Goren et al.,
1986). In the case of the IAV virus, induction of IFN
production in macrophage begins 2hr after virus
internalization (Mogensen & Virelizier, 1987), reaches
a peak at 72-92 hr and then declines (Roberts et af.,
1979).

5.5. EQUATIONS AND PARAMETERS FOR IFN RESPONSE
DURING INFLUENZA A VIRUS INFECTION

QOur mathematical model of protective antiviral
action of IFN is based on the following assumptions;

e macrophages infiltrating the airway’s epithelium
are the principal sources of IFN;

o IFN is secreted into the extracellular fluid, where
it reacts with the membrane receptors of intact
epithelial cells and thereby establishes antiviral
resistance. Cells in this state are completely pro-
tected from viral infection;

» after decay of the antiviral resistance cells return
into their initial intact state.

The first assumption has already been discussed.
The second and third assumptions allow to facilitate
the description of the fate of a cell in an antiviral state.
Simplifying the description of antiviral resistance
decay is the aim of the third assumption, In vitro
experiments demonstrate that after several days
in the resistant state a cell shifts to the refractory
state, in which even high IFN concentrations do not
induce antiviral resistance. Later, the cells restore
their ability to maintain antiviral resistance in
the presence of IFN. However, taking into account
the duration of the acute phase of IAV infection
{~7 days) and the short life time of epithelium

cells (<7 days), one may conclude that the refractory
state is practically unachievable in the case of
influenza,

We also neglect the following possible processes:

e an IFN-protected cell may be infected with a high
dose of viruses,

e virus replication in the infected cell may be termi-
nated by a high dose of IFN.

The last simplification is based on two peculiarities of
influenza A viruses: high cytopathicity and high rate
of replication.

The processes of protective antiviral action of IFN
during influenza A virus infection are described by the
following variables (see Table 2 for compartment
characteristics):

M,(t)—the concentration of IFN producing
macrophages in the intercellular spaces
of the epithelium layer covering the six
upper branching of the airways (in Q,g,
compartment) (M);

I{ty—the concentration of IFN-x in the @,
compartment (IU ml~');

Cr(t )—the concentration of epithelial cells pro-
tected from wviral infection in the epi-
thelium layer of the six upper branching of
the airways (in @, compartment) (M).

The equations are:
dM,jdt =y V(M — M) —ay, M, (11
dijfdt =pM,—o,f — 0, I (C*—C,— Cr—m), (12)
dCpfdt =0, J{(C* - C, — Cp—m) — 0z Cp. (13)

Equation (11) for the rate of change of the concen-
tration of the IFN producing macrophages M, de-
scribes the induction (first term) and decay (second
term) of IFN synthesis in macrophages. The par-
ameter y,, characterizes the rate of TFN synthesis
induction (see characteristics in Table 6).

The in vitro investigations of Dianzani et al. (1978)
show that at leukocyte concentrations greater than
5 x 10° cells ml~' the IFN synthesis and subsequent
antiviral resistance are developed about 1hr (¢,4)
after induction. Virus particles (in particular, RNA
viruses) are effective inducers of IFN synthesis. Only
one viral particle per cell is sufficient for induction of
IFN synthesis (Marcus, 1983), and in vitro exper-
iments usually are carried out at a multiplicity equal
from | to 10 viruses per cell. Therefore, the concen-
tration of viruses being equal to the concentration of
any cellular elements in epithelium layer is sufficient
to induce (V}"d) IFN synthesis in most macrophages
within the time f,,.
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TABLE 6
Quantitative characteristics of interferon induction, production and action processes
Name of characteristics Value (unit) References
Molecular weight of interferon 17000 (a.u.) Joklik (1985)
Specific activity of pure interferon species—weight 2% 107" (g) Joklik (1985)

of international reference unit
Rate of interferon production by influenza A
virus-induced leukocytes (in average)

=7 x 107 (molecules)
Tx 10753 x 1074
TU/(cell x day)
[8 x 10~*TU/(cell x day) or
6 x 10° molec/(cell x day)]

Chonmaitree et al. (1988)

Duration of interferon production by virus-induced cells 2 {days) Semenov ef al. (1982)
Time required for development of anti-viral resistance Dianzani et af. (1978)
at different cell concentrations:
5 x 10% cells ml - 1 (hr}
5 % 10° cellsml ! 47 (hr)
Duration of maintenance of anti-viral resistance several days Joklik (1985)
if sufficient IFN cone. is maintained 5-7 (days) Semenov et al. (1982)
Half-life of recoverable interferon after intra-nasal spray: Scott (1984)
fast decay 20 (min)
slow decay 14 (hr)

To construct an estimate for the IFN induction rate
constant y,, we suggest the following scheme, which
allows for the characteristics #,,4 and V¢ of the IFN
synthesis induction process:

1
ind "

vy = tng X VY

This estimate allows us to describe quantitatively
the kinetics of the induction of IFN synthesis in
most epithelial macrophages. The concentration of
any epithelial cells range from 10%-10" cells ml~!
{Table 2), and the concentration of macrophages
under normal circumstances (M *) is about 10°-10°
cells ml~' (Table 2). Hence, the value of ¥ ranges
from 10*-10" part. ml~' and

Y, & 144 x 10°-1-4 x 10" M~ ' day .

The parameter «,, characterizes the kinetics of de-
crease of IFN synthesis by macrophages M, in the
absence of the inducer (Roberts ef al., 1979):

oy, & 0-5-0-3 day~".

Equation (12) for the rate of change of the IFN
concentration I describes the processes of IFN syn-
thesis by macrophages M, (first term), the decrease of
IFN concentration due to its natural decay (second
term) and the binding to receptors on intact epithelial
cells (third term).

The constant p; describes the rate at which IFN
molecules are secreted by macrophages M, into the
epithelial intercellular fluid compartment Q,,, (see
Tables 2, 6). The rate of IFN secretion by a single cell
may be estimated using, for example, the data of
Chonmaitree et al. (1981) as follows:

P T x 107%-3 x 1074 1U (cell x day)~'.

The parameter a,, the IFN decay rate constant,
characterizes the rate at which IFN molecules decay
in the intercellular space, @, ., diffusing in the fluid
lining the epithelium (Q),) and through the basement
membrane. In the work of Dianzani er al. (1978)
an assumption was made that the half-life of IFN in
the extracellular fluid is similar to the rapid turnover
time in serum, i.e. ¢, &~ 10 min. However, from the
data presented in (Bocci, 1985), which characterizes
IFN pharmacokinetics during intramuscular and sub-
cutaneous injections, one can roughly estimate that
the half-life of IFN in extraceflutar fluid is about 2 hr.
In present work we used an intermediate value, i.e.
1,, 7 42 min, and therefore a, = 24 day~".

The parameter ¢, was considered to be the rate
constant of IFN molecules binding with specific re-
ceptors on the membrane of intact (non-infected,
non-protected) epithelial cells. The number of specific
high-affinity receptors of IFN varies from 10>~10* per
cell. We assumed that the binding of IFN to receptors
may be interpreted as irreversible, because within
I min after binding, IFN molecules are internalized
into the cell. If we take into account that less than 50
IFN molecules per cell are sufficient to establish the
antiviral state (N3 =50 molecules), and that the
volume of the intercellular space per epithelial cell
in normal conditions (Q,g ) is about 6 x 10~''-
6 x 10~ ml (Table 2), then an estimate of o, may be
obtained by the following scheme:

oy — L
i X N7

It should be noted that an IFN concentration of 50
molecules per 6 x 107 ""-6 x 10~"* ml corresponds to
10°~10°TU ml~'. Substituting the estimates for #,,,
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1 min, and for N $* we obtain the following range for
o, 0,2 10°-10° M ' day .

Equation (13) for the rate of change of the concen-
tration of epithelial cells protected by IFN from viral
infection Cj, describes the processes of virus resistant
state induction in epithelial cells (first term) and the
decay of this state in the absence of sufficient IFN
concentration (second term).

The parameter o, the rate constant of induction of
the virus resistant state in epithelial cells, phenomeno-
logically characterizes the kinetics of intact epithelial
cells transition to a virus resistant state, directed by
intercellular IFN. The time for this transition #c_ ,,
is about 1 hr (see Table 6). To describe the induction
of the antiviral state in a majority of epithelial cells,
it is necessary to estimate the sufficient concentration
of IFN (7™f). The IFN is a very efficient cellular
hormone and moderately elevated amounts of IFN
(about 10'-10? IU m1~') are sufficient to develop sig-
nificantly elevated antiviral resistance (Dianzani ez al.,
1978). To describe the induction of antiviral resist-
ance in the time f-_ ., in about C* epithelial cells we
evaluated 7™ by the value N3,

An estimate of antiviral resistance induction rate
constant was derived from the following scheme:

]

O-R=—-
suf
tc_,CR X N!

Substituting in this expression one obtains o, = 2 x
10°M~"'day~".

The parameter %, the rate constant of decay of the
epithelial cell's virus resistant state, characterizes the
process of transition of the protected epithelial cells
to the virus permissible state in the absence of inter-
cellular IFN. The time for this transition, f.,_ ¢, is
about 1 day (Joklik, 1985), so that o, =1 day~".

Thus we have elaborated the estimates for the
system of equations for the IFN response submodel.

To account for the antiviral protection of epithelial
cells by IFN, minimal modifications in eqns (1) and
(2) should be made:

dv,idt =vCy+nbep CvE — yye ViEf (1) — yom Vi
e VAC* = Cy = Cr—m) (14)
dCp/dt = oV, (C*— Cp— Cp—m)
—bee CrEf (1) — b,Cy (15)

Extending the antiviral immune response model
eqns ((14), (15), 3-10) by the IFN submodel eqns
(11-13), with the parameters given in Table 5 we
obtain a more detailed and adequate model of defense
processes during IAV infection. The corresponding
solution is presented on Fig. 5. The correlation with

the GP data seems to be satisfactory. Therefore, the
model [eqns (14), (15) (3-13)] may be considered as a
descriptive tool consistent with the general short-term
regularitics of both the antigen-specific immune re-
sponse and the non-specific IFN response during
IAV infection. This model is exploited in the next
sections to make quantitative predictions, which are
open to direct interpretations and comparison with
observations.

6. Quantitative Predictions of the Influenza
Infection Model

6.1. IMMUNE PROTECTION OF SUSCEPTIBLE INDIVIDUALS

The immune protection of susceptible individuals
against subsequent infection is defined by the ability
of an adaptive immune response to generate immuno-
logical memory. The generation of immunological
memory has been shown in some viral infections to
involve proliferation of precursor cells to form large
numbers of both T and B memory cells, but the
mechanisms involved in this process are still not well
understood (Ada, 1991).

The host’s immune response to IAV is particularly
important in limiting the severity and duration of
illness as well as in protecting against subsequent
infection by an antigenically similar influenza strain
(Leigh er al., 1991). It was clearly established that the
general pattern of antibody response to [AV infection
is similar to that of primary infections by other viruses
and is characterized by stable elevated levels of sys-
temic IgG and local IgA for at least 2-3 years after
infection. Resistance to reinfection has generally been
attributed to the presence of HA-specific Ab in serum
or in respiratory airways secretions, and it appears
that the presence of sufficient Ab at either site is
capable of conferring resistance (Welliver & Ogra,
1988).

Generally, cytotoxic T cell responses develop in
man following IAV or immunization. These responses
exhibit the capability of providing protection against
subsequent influenza virus infection, even when virus-
specific serum Ab is absent (Welliver & Ogra, 1988).
The half-life of influenza human CTL memory
has been estimated to be 2-3 years (Mitchell et al.,
1985; Murphy & Webster, 1985). It is believed that
long-lasting protection is provided only by Abs and
by B cell memory of the correct Ig class and location
(Zinkernagel et al., 1985). Whether Abs alone are
sufficient for protection against reinfection, or whether
memory CTLs are also required, is not yet clear.

Realistic ranges for an increase in the precursor
frequency of B and T cells providing protection
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against reinfection with the same virus may be as-
sessed by analyzing the reports on immunization
against influenza. The main difficulties in deriving
estimates are the critical dependence of the effect on
the type of vaccines, the recipient’s prior antigenic
experience and the route of adminstration (Tyrrel,
1980; Murphy et af,, 1982, Ada & Jones, 1986;
Sullivan er al., 1990; Ada, 1991). In Sullivan et al.
(1990) it is reported that Ab titers 3 weeks after
vaccination with inactivated influenza vaccines paral-
leled the antigen content of the vaccines, and the
observed rises in hemagglutination-inhibition serum
Ab titers were 4 to 32-fold. However, the inactivated
influenza virus vaccines do not provide complete
protection. Generally, vaccination with live, attenu-
ated, cold-adapted 1AV viruses efficiently stimulates
both systemic and local Ab responses. The serum and
secretory HA antibody levels of young vaccinated
children were found to increase 30-10*-fold (Murphy
et al., 1982).

In studies with human volunteers at the Common
Cold Center, cytotoxic T cell memory correlated with
rapid clearing of administered virus in individuals
with no antibody immunity. The observations con-
cern individuals, who have protective levels of CTL
(Mitchell et al., 1985). However, one should differen-
tiate the different sense of protection used: protection
against illness and protection against infection. The
memory CTLs that have been characterized after
infection or vaccination of humans have a cross-
reactive pattern of cytotoxicity. A similar estimate of
memory T cell may be assessed from data on T cell
precursor frequency increase after influenza infection;
a 10-100-fold elevation seems to be a reasonable
range.

The above phenomenology of immune protection
of susceptible individuals was used to analyze the
quality of corresponding model predictions. The
mathematical model of IAV infection has an “unin-
fected” steady state, x,(¢):

x,(¢)=[0,0.H ¥ HE E*B*P*F*0,00,0,0] e R,

characterized by zero values of the viruses and in-
fected cells. This sieady state corresponds to the state
of an individual in the absence of antigen.

An infection with TAV may be considered as a
perturbation from equilibrium corresponding to the
uninfected state x,,. The individual may be susceptible
to or protected against IAV infection. Protection
means that the introduction of a small amounts
of 1AV, perturbing the uninfected state, does not
cause the progression of infection. In other words,
the steady state should be stable with respect to

small perturbations in the first component of the
steady-state vector x,. The susceptible state of an
individual is characterized by sensitivity to invasion of
IAVs, and, correspondingly, the uninfected steady
state x, should be unstable to small perturbations
in ¥,

The condition for stability of x, with respect to
V,-perturbations follows from that for the asymptotic
stability of x,. A sufficient condition for the asymp-
totic stability of x, can be easily obtained by linear
stability analysis. The Jacobian matrix for the lin-
earized differential system has eigenvalues which are
all negative if the following inequality holds (the
parameters oy, 00 i 0p 0p,0p 0p 0 0y, 5% 0 ATE
assumed to be positive):

OveF* + 7o + e O E* + b)) > va C*,

It is independent of delays for the zero steady state x,.
The parameters on the left-side of the inequality
characterize the virus neutralization and infected cells
destruction processes, while those on the right-side—
the growth rates in virus—infected cell system. Thus,
the inequality gives the threshold condition for
immune protection to infection with a small number
of influenza viruses. Notice, that the humoral and
cellular immunity parameters appear in the inequality
in a multiplicative way.

Substituting the parameters corresponding to IAV
infection into the stability condition one can easily
find that the parameters of Table 5 correspond to
susceptible individuals, because one eigenvalue is
positive. To ensure the asymptotic stability of the
uninfected steady state x,, (wherein all eigenvalues of
the Jacobian matrix have negative real parts) the
concentrations of IAV specific Abs or CTLs should
be increased with respect to the particular values F*
and E* from Table 5. Elevated concentrations of
TAV-specific Abs and CTLs which ensure the stability
condition transform an individual from a susceptible
to a protected state. These protective levels of Abs
and CTLs are denoted by (F,,) and (£, ), respect-
ively. The pattern of increasing may be different:
if only the humoral chain is considered, then
Foo/F* = 150; if only the CTL chain is considered,
then E,./E* ~ 740; however, the joint rise of hu-
moral and CTL components requires only 50-fold
excess: F,o/F* = E,,/E* ~ 48, to meet the stability
condition, One can see that these estimates qualitat-
ively agree with the ranges of the IAV-specific
immunity parameters, like the frequencies of antigen-
specific immunoglobulins and effectors, elicited by
immunization to provide protection of susceptible
individuals.
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The protective performance of the estimated Ab
and CTL levels (F,,) and (E,,) needs to be further
clarified, The asymptotic stability concept con-
siders arbitrarily small perturbations of the steady
states, and it would be interesting to assess the
attraction domain of the steady state x,, with respect
to finite perturbations in the first component V7.
This would represent the stability of the uninfected
state with respect to infection with large doses
of viruses. We have studied this property of x,
numerically using the parameter values of Table $,
except for the values of E*, B*, P* F*, which
were taken 350-fold greater to ensure the stability
condition.

The problem for simulation is the following:

ean “immune” organism with protective levels of
Abs, plasma cells, B cells and CTLs F,, = 50 x
F*P,=50x P* B, =50 x B* E, , =50x
E*, where F*, P*, B* and E* are from Table 5,
is challenged with V'} influenza A viruses;

e V7 is varied in the range 1-10" vir. ml~".

It is known that resistance induced by immuniz-
ation is manifested by a reduction in the frequency
and severity of the illness in vaccinated individuals
compared with controls, but protection is not com-
plete. We suggest that correct estimates of the model
parameters would provide a realistic range for IAV
inoculum size that may be coped with efficiently by a
protectively immunized individual. We investigated
the dependence of solution behavior with respect to
an increasing initial dose of viruses ¥} to find out the
size of inoculum which breaks through the immune
barrier and develops the disease.

In Fig. 6(a) we display the virus component of the
computed solutions, simulating the result of infection
of a protected host when the initial AV concen-
tration is varied ten orders of magnitude. It was
found that for ¥} (the concentration of viruses in
the mucous compartment at time #,) in the range
1-10°vir. ml=% a S0-fold rise in specific Abs, B
cells, P cells and CTLs prevents development of
the disease. This may be interpreted as immune
protection of individuals, Higher concentrations of
V92 10° vir. ml~' may induce disease, with a severity
and duration depending on the reactivity of the
immune system. Indeed, higher concentrations of
helper T cells [Fig. 6(b)] lead to a decrease in duration
and severity of infection [compare with Fig. 6(a)].
Numerical investigations show that the upper size of
inoculum ¥ which may be efficiently coped with by
an immunized individual is related to the excess of
actual levels of antibodies and CTLs with respect to
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FiG. 6. Modeling of immune resistance to challenge with various
influenza A virus doses. The administered to mucous compartment
dose of influenza A viruses V,(0) ranges from 10-10"% vir. ml~". (a)
The homeostatic concentrations of antibodies, B cells, plasma cells
and CTLs to the virus are taken 50-fold greater than in Table 5 to
be sufficient for protection of susceptible individuals against
“small” doses of influenza A viruses. It may be seen that an
inoculum size in the range 1-10° vir, ml~! can be eliminated without
the need for specific immune response. A higher initial concen-
tration of viruses (> 10" vir. ml~') may induce disease with the
severity and duraticn depending on parameters influencing the
reactivity of the immune system. (b} In parallel with the 50-fold
increase in steady state levels of Abs, B cells, plasma cells and
CTLs, the concentrations of influenza-specific helper T-cell subsets
(Thl, Th2) has been taken 50-fold greater than in Table 5. The
higher levels of Thl and Th2 cells lead to an obvious decrease in
severity of infection for V9> 10% vir. ml ', compare (a) and (b).

those providing equality to 1 in the stability threshold
condition. Thus, we can conclude that the set of
identified parameters qualitatively agrees with the
phenomenology of immunization procedures.

6.2, CUMULATIVE CONTRIBUTION TQ THE INFECTION
COURSE FROM UNDERLYING PROCESSES

The model-based analysis of the balance between
particular processes described in the model during the
course of an acute IAV infection stems from censid-
ering the values of auxiliary variables, which are the
quadratures of selected terms on the right-hand side
of the model differential system over the disease
interval.
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Let us examine a number of selected cumulative
characteristics of infection, relating them with the
model equations in the following way:

o V¢ = [TvC,dr—the total amount (t.a.) of [AVs
secreted by infected epithelial cells during the
time T of infection;

o VF=[Iy,:(1 + pyrC,)FVpdt—t.a. of IAVs neu-
tralized due to the inflammation-augmented effect
of IAV-specific antibodies;

o V¥ = [Ty, V,di—ta. of IAVs removed from the
respiratory tract owing to nonspecific clearance
mechanisms;

o V= = [Ty,0(C* — Cp— Cp—m)V,dt—t.a. of
IAVs spent on infection of epithelial cells;

e CV=|Ja(C*— C,— Cx—m)¥,dt—t.a. of virus-
infected epithelial cells;

o C* = [{g,(C* — C) — Cy — m)Idt—ta. of IFN-
protected epithelial cells;

o CF=[Tbep(l + pe Cy)EC, dt—ta. of virus-in-
fected epithelial cells destroyed by inflammation-
augmented action of specific CTLs;

o C"=[Th,Cydr—the cumulative cytopathic
effect of IAV;

o F'=|{p,Pdt—t.a. of IAV-specific antibodies
produced during infection;

o F¥ = Ty V,Fdt—t.a. of IAV-specific antibodies
utilized for neutralization of viruses;

 E™ = [ (m)(p;— 1M H E)|,_, dt—ta. of
IAV-specific CTLs born owing to clonal expan-
sion;

G. A. BOCHAROY AND A. A. ROMANYUKHA

e EW = [ThiIM,(t)He(t) — Mt — t§)
x H(t —t§)]Jdt—t.a. of CTLs in the division
process at time T

¢ Ev = [T, C, Edi—t.a. of [AV-specific CTLs
utitized in the process of infected cells destruc-
tion;

o B = [T&(m)b] (pp— 1) (M HyB)|,_,, dt—ta.
of IAV-specific B cells born owing to clonal
expansion;

o P = [l (m)p,b (M, HyB)|,_ ., di—ta.  of
IAV-specific plasma cells born owing to clonal
expansion;

¢ IFN¥ = [T p,M,dr—t.a. of IFN produced;

¢ IFNC = [T, J(C* — C,— Cp~m)dt—t.a. of [FN
molecules utilized for the protection of IAV-
sensitive epithelial cells.

The characteristic values (rounded off to one digit)
in physical units for three different observation times
are given in Table 7. The following conclusions can
be drawn from the balance analysis of the influenza
A infection model:

o the contributions of inflammation-augmented
TAV-specific antibodies and physical clearance
mechanisms to the neutralization of viruses are
much the same and about 50-fold greater than
from the adsorption of YAV during the infection
of sensitive epithelial cells;

o the cytopathic effect of IAV upon infected epi-
thelial cells is the dominant factor accounting for
about 85% of tissue destruction;

TaBLE 7
Balance analysis of separate processes described in the model for the
dynamics of uncomplicated influenza A virus infection

Variable 3rd day 7th day I4th day Unit

Ve 04 x [0% 104 1o IAV particle ml~!

¥ 09x 10" 04xI0"* 04x10Y in mucous

2 03x 10"  07x10% 07x10°  compartment

pe—cv 0-6 x 10V 10" 10t

c¥ 02 x 10" 04 x 10" 04 x10" epithelial cells m]~'

CR 01 x 10" 03xI0Y 06 x 10" in mucous

cm Ol x10"  03x10" 03x10"" compartment

ct 0-3 x [0'° 0-6 x (00 0-6 x 10'°

FF 0-2 x [0'® 10" 0-5x 10%  anti-HA molecules m]™!
F¥ 0-3 x 10" 10" 104 in mucous, blood, lymph
Env 0-2 x 10¢ 107 107 TAV-specific T cellml™!
Ediv 0-2 x 10¢ 0-8 x 1t 0 in LNs of LALT

E¢ 02 x 10° 06 x 10° 06 x 10° compartment

IFNM 01 x10*  04x10* 04x10"  moleculesml~!

IFN® 07 x 1012 02x10"¥  03x 10"  in mucous compartment
B 04 x 10* 02 x 107 02 x 107 1A V-gpecific cell ml~!
pre 0-2 x 10* 0-7 x 10° 09 x 10° in LNs of LALT

compartment
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e throughout the influenza infection the amounts of
virus particles produced, specific antibody mol-
ecules secreted and IFN molecules are in the ratio
1:10%:10;

® throughout the infiuenza infection the numbers of
infected epithelial cells, IFN-protected epithelial
cells and clonally expanded CTLs are in the ratio
1:1-5:0-06;

e all through the TAV infection about 2 x 10° B
lymphocytes and 107 plasma cells are born due to
the clonal selection and expansion; thus the aver-
age differentiation index is about 0-3;

s about 4 x 10" infection-damaged epithelial cells
are eventually regenerated;

o the number of activated lymphocytes, in their
division cycle, changes dynamically with respect
to that of G, /G,-phase lymphocytes with the peak
ratio about 2:1.

We suggest that at the level of cumulative balances
the estimates of parameters for uncomplicated [IAV
infection (Table 5) are qualitatively correct except for
that of b,. Indeed, during the infection the estimated
number of infected epithelial cells destroyed directly
by CTL killing is about 5 x 10> M, while the num-
ber of CTL spent was 107" M. This gap is related to
our oversimplified description of the CTL population
as multifunctional and/or homogencous (able to
proliferate and kill simultaneously) (for another ap-
proach see Sidorov & Romanyukha, 1992). So, if one
would like to trace correctly the time course of CTLs,
they need to be subdivided into, at least, two subsets:
one being related to the proliferation processes in
the LN compartment, and the other performing the
cytolytic action in the sensitive tissue compartment
{like B cells and antibodies in the humoral part of the
model). However, in this influenza A model we focus
our attention primarily on CTL kinetics in the LNs
and regard the concentration of mature CTLs in the
sensitive tissue as proportional to that in LNs. Thus
we underestimate the value of by by 50-100 times,
but keep the kinetics of CTL proliferation in LN
correct. However, refined estimation needs more care-
ful data on the balances of the basic processes.

An important conclusion which can be drawn from
the above analysis is the fundamental role of non-
specific defense mechanisms (IFN system, physical
clearance mechanisms, inflammation and cytopathic
action of viruses in influenza infection dynamics.

6.3. SENSITIVITY OF THE MODEL TO PERTURBATIONS
OF PARAMETERS
The aims of sensitivity analysis with respect to
small random perturbations of the basic parameters
set (Table 5) are the following:

e to explore how robust the developed influenza
model is in relation to noisy parameter values;
e to study the sensitivity scale of selected solution
characteristics to random parameter variations,

The solutions of both problems would help in an
examination of the determinants of observed popu-
lation heterogeneity in influenza severity during epi-
demics,

To attack the questions we selected several sol-
ution-derived characteristics which have direct bio-
logical interpretations and may be considered as
criteria for disease severity and for the magnitude of
immune response. Generally, an assessment of influ-
enza virus pathogenicity is based upon criteria that
include, among others, the level and persistence of
upper respiratory tract infection, the magnitude and
duration of fever, the frequency and amount of virus
shedding, clinical surveillance, etc {(Sweet & Smith,
1980). Within the frameworks offered by the model
these may be generalized into the following character-
istics of disease severity and duration:

Miay = MaXg ¢ o r[M ()]s ATipess = T2 — T,
where for
T.<t< T V(1) =205 x 10 vir. ml™";
Vi = IvCuindy,
Mg = (5100 Co + bl + pc CoJCHC, Eldt,

The value V()= 0-5 x 10'° vir. ml~"' was considered
to be the threshold point for the onset of fever,
resulting from interaction of IAV with phagocytes in
the upper airways and release of leukocyte pyrogen
into the blood stream.

The cumulative functions V,  and m,, provide an
opportunity to estimate the variation of fever as well
as of toxic effects exerted by influenza viruses on
epithelial cells. To measure the sensitivity of the
specific immune response, we considered the values
Eews Poo—the total amounts of CTLs and plasma
cells generated due to clonal expansion during 1AV
infection, and the times t,, t;, f,, required for helper
T cells, CTLs and plasma cells to increase 10-, 10-,
and 10°-fold, respectively, in response to virus stimu-
lation (t,: Hg(t,) = 10 x H ¥, etc). The latter are re-
lated to the immune reaction kinetics (reactivity
potential) of IAV specific lymphocyte clones,

Our approach to investigate sensitivity was based
on estimating the effect of small random simultaneous
perturbations in the values of all parameters (con-
sidered as independent variables) on variations of the
above introduced model solution characteristics (con-
sidered as response variables). For generating random
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TABLE 8
Results of stochastic sensitivity analysis for severity characteristics m,,,,
My, Vi, .. and the duration of illness, ATy, with respect to model
parameter perturbations. The parameter ¢ is the relative deviation (range for
the noise) being added to model parameters. Only those parameters are
displayed which influence the characteristics to a considerable extent

(= 10%)
Index ¢ c* v @, b, w oy, & p% pz bl
Mo 001 53 23 13
01 50 22 13
05 37 11
M 001 48 11
0t 46 10
05 29 10
¥ o 001 40 36
01 38 34
05 21 25
AT e 001 16 200 11 23 20 10
01 17 19 11 23 18 u
0-5 10

numbers we used the IMSL routines GGUBS—a
basic uniform (0,1) pseudo-random number genera-
tor, and GGNML—a normal or Gaussian random
deviate generator. An analysis of regression models,
for introduced Tfunctionals, including calculation
of the percentage of variation of the response
variable explained, was performed using the RLSEP
routine.

Let o, i=12,..., L(L =48), denote the basic
values of model parameters, including delays and ¥ }.
A series of N = 100 calculations of the initial value
problem for the model system [eqns {14), (15), (3-13)]

DDE over a time interval of 0-20 days with randomly
perturbed values of parameters a,;,, = {1+ &,.,),
i=12,...,L j=12,..., N, were carried out. Here,
¢, a uniformly distributed on [—¢,¢] random variable
has a zero mean E(¢;) =0 and range ¢. (For nor-
mally distributed random variables &; with mean
E(¢,;)=1 and dispersion D(£,)=¢’, the model
of parameter perturbation was correspondingly
@1 =% X &51). We performed a full-scale analysis
in the case of uniform perturbations for ¢ = 0-01; 0-1;
0-5 and in the case of normal perturbations for
e =0-01.

TABLE 9
Results of stochastic sensitivity analysis for characteristics of the reactivity
potential of IAV-specific lymphocyte clones—FE,.., t_10x5*s We=10xHp>

P..., and ty. g1, pr, With respect to model parameter perturbations. The
parameter variation scheme is the same as Table 8
Index € v e pr PH P %y TH PR ThB]
E,.. 001 3360
0-1 28 40
0-5
le oo g 001 417
0-1 Il 38 21 i3
05
lipergens 001 32 13 36 33
0-1 13 12 35 34
0-5 10 11
P 001 22 15 16 4l
0-1 18 13 17 36
0-5
Ip 105 o 001 39 13 19 14 13
01 42 11 18 12 14

05
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A summary of results is given in Tables 8 and 9.
Only parameters responsible for at least 10% of
response variable variation are displayed. It turns out
that the characteristics of disease severity m,,,,
My, Vi ., are influenced to the largest extent by
C*—the total amount of epithelial cells in the
upper airways susceptible to IAV infection. In
Sweet & Smith (1980) a similar point was considered
to explain the higher influenza severity in neonates
and infants. It was stressed that host and environ-
mental factors may affect the chance of successful
contact between virus and respiratory tract cells lead-
ing to infection, The host factors include variations
in thickness, flow rate and viscosity of mucus and
gaps in the blanket, while the environment affects
mucus secretions and ciliary action by changes in
temperature, ion concentration and air humidity. The
replication rate v, cytopathicity parameter b, and
regeneration rate «, are the other virus and target
organ characteristics that strongly influence ¥, and
mg,.. The variations of the IFN system parameter
o, (rate of IFN decay) moderately influence vari-
ations of the maximal numbers of destroyed epi-
thelial cells and, correspondingly, the possibility of
a fatal outcome.

The mean value for my,, slightly increased from
0-23 to 0-25 when the noise level € rose from 0-01 to
0-5, while that of m,,, decreased from 3-9 to 3-6.

The duration of the illness AT,,.. is influenced
dominantly by a group of parameters related to
activation of humoral immune response. The
magnitude of CTL response (E,.,.) is most sensitive
to variations in effector T cell proliferation par-
ameters 1z and p;. A similar dependence is observed
in the case of the humoral response characteristic
(P,w)- The growth rates of cellular and humoral
response are sensitive to proliferation parameters,
the decay rate of antigen-presenting macrophages
and, surprisingly, the virus replication rate v (scec
Table 9).

The sensitivity structure, generally, is destroyed
by large-amplitude noise (¢ ~0-5) in parameter
values, and remains qualitatively the same for
normally distributed perturbations of small ampli-
tude. The model solutions for three selected ampli-
tudes of noise (¢ =0-01; 0:1; 0-5) qualitatively
retained the features of the severity and duration. We
could thus conclude that the robustness of the influ-
enza model is satisfactory, A more general and specu-
lative conclusion is that the observed heterogeneity in
influenza infection during epidemics may be related to
moderate variations in virus—target organ character-
istics and more substantial variations in immune
responsiveness.

6.4. REGULAR VARIATIONS OF PARAMETERS AND
INFLUENZA INFECTION SEVERITY

The basic set of parameter values (Table §), consist-
ent with the GP data on [AYV infection, was examined
by studying the effect of deterministic variations of
selected parameters over an admissible range on
certain characteristics of the immune response and of
the disease, which were introduced in the previous
two subsections. A one-dimensional variation
(o; =0 ¥ x €, € €[€nins €mar]) approach was utilized to
make the effect clear. The most informative character-
istics of the model solution related directly to influ-
enza severity and duration turned out to be the m,,,
and the ATy,.,.. The values of these indices as func-
tions of parameters v, g, vy, C* and p, are displayed
in Fig. 7. It was found that the rise in IAV replication
rate v, with respect to the basic value, makes the virus
infection more severe for the host. The total number
of viruses, destroyed epithelial cells as well as the
magnitude of immune response in terms of E,,, E,...,
P.... P, grow with the increase in v, thus making
the infection load to the host more severe. However,
the IFN response in terms /FN,,, and [FN,,, turned
out to be independent of the variation of the ratio
v/v* in the interval 0-1 € (v/v*) £ 10. The low values
of replication rate lead to a “persistence” regime
(V. > 1pt.mi™") over the considered 3 week inter-
val. The same effect of parameter variation was
established for the infection rate ¢ of sensitive epi-
thelial cells, One can see, however, decreasing vaiues
of E.,, and E,,, and practically constant values of
Vi o and AT, when the ratio of (v/v*) rises over the
1-10-fold interval.

An increase in C*—the amount of epithelial
cells susceptible to IAV infection, over the range
C¥a—10C ¢, where C ¥ . is equal to C* from Table
5, leads to a considerable rise in V, ., M, and Py, .
The values of AT, and E,, drop, whenever IFN,_,,
remains stable. However, if C* is 10-fold lower than
C ¥, a persistence regime is established due to weak
antigenic signal insufficient for stimulating TAV-
specific lymphocyte clones.

The antigen-presenting macrophage stimulation
rate, yy characterizing the sensitivity to IAV anti-
gens, was varied in the range 1072 < (v, /7 %) < 10%
It was established that the 1 to 10°-fold increase in the
value of parameter y,,,, causes an amplification of the
specific cellular and humoral response leading to a
drop in AT}, and m,,,,. The IFN response remains
almost invariant in terms of IFN,,,, or IFN,... How-
ever, a 10-fold drop in y,, value leads to virus
persistence.

The effect of 102 to 10°-fold variations in helper T
cell homeostatic concentrations (H ¥ and H ¥) is the
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F16. 7. Investigation of dependence on selected model parameters v, o, y,,, C* and p, of disease severity and duration characteristics,

My and AT, .. The parameters are varied according to the relation a = 2% -¢ |

where o* is the basic value of parameter 2, given in

Table 5 and 10~" < ¢ 5 10. The numerically calculated estimates of the characteristics over the interval 0-20 days are marked by squares.
(a) influenza A virus replication rate (v); (b) lung epithelial cells infection rate (¢}, (c) macrophage stimulation rate (y,,,); (d) amount of
epithelial cells susceptible for influenza A virus infection (C*); (e) rate of interferon secretion (p,).

following: a simultaneous increase in H} and H}
induces a fall tn m g, May » AT gess A TiSE iN Py, Py
and a slight decrease in both, maximal and total
numbers of CTLs generated by IAV driven clonal
expansion. It should be noted that even a 100-fold
drop in H ¥ and H } doesn’t lead to the virus persist-
ence regime: the corresponding solutions mimic a
complete elimination of viruses.

Changing IFN molecules secretion rate in the
range 1072 < (p,/p¥) < 10° revealed interesting conse-
quences. Increasing values of p, modify solution
characteristics in such a way that both the total and
maximal numbers of destroyed epithelial cells con-
siderably decrease over a 0-20 day interval. However,
starting from p,~ 6 x p¥, the correlated drop in
antigen level ¥, results in insufficient antigenic
stimulation of specific lymphocytes, manifested by a
significant decrease of E_, and P,,.. Consequently
IAV escapes from being controlled by the immune
system. Thus, a virus persistence regime may be
produced due to an IFN response which is not
consistent with operating conditions of specific T and

B cell clones. It is necessary to stress that IAV usually
causes acute discase with a complete and rapid recov-
ery. Nevertheless, persistence of IAV may occur in
some individuals during interepidemic periods, and
has been detected in the lungs of some human neonates
and mice. Persistent infections with IAV have been
established in cell lines and in organ cultures of human
and other animal tissue. The mechanisms are not
known, but in some cases persistence may have been
mediated by TFN {Sweet & Smith, 1980).

The above results of parameterization of selected
characteristics of the infection severity and duration
and immune responsiveness we consider as first
level proposals about the relationships between the
course of influenza virus infection and host defense
mechanisms.

7. Discussion

Mathematical modeling of infectious diseases on an
individual level remains a relatively underexplored
area despite its considerable theoretical importance.
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We have presented an approach to an analysis
and quantitative description of the organization and
dynamic properties of basic defense processes devel-
oping in adult individuals during uncomplicated
influenza A infection. The mathematical model of
antiviral immune response, formulated within the
Clonal Selection paradigm, was drawn on to organize
existing knowledge about the variety of mechanisms
contributing to influenza infection course over a
7 day interval. The model represents the infectious
processes by thirteen state variables: influenza A
viruses, infected epithelial cells, IFN-protected epi-
thelial cells, destroyed epithelial cells, antigen-
presenting macrophages, IFN-producing macro-
phages, interferon molecules, Thl and Th2 helper
cells, CTLs, B cells, plasma cells, and antibodies. For
earlier quantitative mathematical models of antigen-
driven clonal expansion see Bell, 1970; Bruni, et al.,
1978. Quantitative features of the immune response
to growing antigen generated by immune networks
have been studied theoretically by Rose & Perelson
(1992).

The principal problem of our research was the lack
of homogeneous data sets characterizing the infection
in an individual in terms of the specific characteristics
(model variables). To this end many different exper-
imental facts and heterogeneous data from immu-
nology, virology and clinical practice were generalized
into an integrated and intuitively consistent quantitat-
ive sketch of the infection. The key aspect of the
adjustment between the model and various data on
the immune-specific and non-specific defense pro-
cesses in influenza infection is the derivation of
the generalized picture (GP) of uncomplicated IAV
infection. This provides a holistic theoretical defi-
nition, in quantitative terms, of the kinetics of the
normal or typical course of the discase and the
antiviral immune response. The corresponding data
set is as yet sparse but it is open for both constructive
criticism and supplement, and should be considered
as an intermediate level of data organization between
incomplete experimental and clinical observations
and a mathematical model of IAV infection,

The pragmatic aim of the GP is to assemble and
represent the data necessary to refine estimates of the
model parameters corresponding to IAV infection.
Our approach to parametric analysis is based on
taking into account the localization of immune
response and disease variables to three different
compartments—lung epithelium, lung associated
lymphoid tissue and mucous, rather than considering
the organism as a well-mixed homogeneous reactor.

The infection processes considered in the model are
characterized by about 60 parameters. The parameter

set of the model may be divided into two groups. The
first consists of parameters for which direct estimates
from reported observation data are available: the
homeostatic proportions for major lymphocyte
subsets, the half-life times of immune cells and
immunogiobulins, the characteristics of division and
differentiation processes of T and B cells, the rates of
antibody production by plasma cells and viruses by
infected cells and, so on. The second group is formed
of parameters characterizing the rates of cell-to-cell
interactions in virus-sensitive tissue and lymph nodes,
for which no direct estimates are available. The results
of parameter analysis of antiviral immune response
during acute hepatitis B virus infection may be uti-
lized to a certain degree for modeling IAV infection.
As this takes place, clearly established specific
features of influenza infection, such as the role of
nonspecific mechanisms limiting the infection (IFN
response, inflammatory response, etc), cross-reactiv-
ity phenomena, the secondary character of T cell
response in adults, should be taken into account and
corresponding corrections of parameter estimates are
required. These include the higher frequencies of T
and B cells specific for [AV antigens, a finer time scale
while analyzing clone formation characteristics.

Initial estimates were made for all parameters,
Those parameters that govern the kinetics of virus
replication and infection of epithelial cells, antigen-
presenting cells stimulation, were refined by fitting to
the GP data for uncomplicated influenza. The final
estimates characterize the intrinsic rates of immune
mechanisms and infection processes. They make ex-
plicit the idea of an evolutionary established balance
between immune responsiveness and IAVs for the
human population.

The set of model parameters provides a single scale
for comparing immune responses to different infec-
tious agents, It is an interesting modeling resuit that
two extreme viral challenges (IAV and HBV) may be
neutralized by specific clone selection and activation
processes which are characterized by the same rates of
macrophage-lymphocyte and lymphocyte-lympho-
cyte interactions in the LN compartment. Thus, an
invariant parametric kernel for the “immune” sub-
model of the mathematical model of antiviral immune
response can be separated from the total set of
parameters, characterizing the stereotypic component
of immune responsiveness. The schematic model of
the defense mechanisms, which provide protection of
the host in IAV infection, considered in the basic
model for specific components of antiviral immune
response, is not complete. The model was extended to
include a description of phagocyte-mediated inflam-
matory response, which supplements the cytotoxic
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action of specific CTLs. In addition, in the case of
TAV infection the interferon response was shown to
play a vital role in limiting the spread of influenza
virus during the initial phase of infection, before
the specific components of the immune response are
able to bring the infectious processes under control.
The fast nonspecific IFN mechanism is required to
compensate for the inertia of the clonal selection
and activation processes. A similar function is per-
formed by the inflammation process during bacterial
infection.

Careful quantitative analysis of the IFN system,
permitting evaluation of the IFN reaction par-
ameters, was based upon the idea that tissue macro-
phages in the epithelium compartment are responsible
for the majority of IFNa molecules, inducing an
antiviral state of sensitive cells, We have shown that
the antiviral immune response model may be ex-
tended to include explicitly the antiviral IFN response
kinetics while keeping the core descriptive tool of the
model—the particular set of parameter values.

Verification of the model was carried out by semi-
guantitative simulations of the immune protection
phenomena of susceptible individuals. It was found
that a joint 50-fold increase in IAV specific Abs and
CTL frequencies is sufficient to protect susceptible
individuals against infection with realistic doses of
IAV.

We consider our model to be a correct descriptive
tool for short-range {~7 days) immune processes
(limited to a number of clones) taking place during
acute TAV infection diseases with complete and rapid
recovery. In considering the limitations of our model
the following points need to be mentioned:

e the unique CTL chain should be divided into
proliferating and effector subsets (compare with
the B cell and plasma cell subsets of the model)
if the kinetics of CTLs in both LN and sensitive
tissue compartments are to be described,;

e the parameterization of the negative feedback
function & (m) in the model is not sufficiently
supported by data;

e the processes of immune memory generation
i.¢. the later differentiation phases of immune
response, should be incorporated into the model.

Persistent or latent infections, such as chronic
hepatitis B or HIV infection (see recent studies of
Mclean & Kirkwood, 1990; Nelson & Perelson, 1991;
Nowak et al, 1991} clearly require inclusion and
formulation of long-range regulatory processes in the
immune system rather than in separated clones only.
This, however requires more rigorous elaboration of
the notions of immune homeostasis and resources.

An analysis of the relative balance between differ-
ent mechanisms that must operate in vivo to constitute
a workable immune system revealed the equal import-
ance of non-specific and specific immune mechanisms
of virus neutralization in influenza. The role of
immunopathology in influenza is considered to be
minimal since the main clinical and pathological
events happen quickly after the onset of infection.
Indeed, the total number of infected epithelial cells
destroyed by CTL turns out to be ten times less than
that by direct cytopathic effects of IAVs (see Table 7).
It scems interesting to note that the cumulative
number of destroyed virus-sensitive cells turned out to
be several times greater than the homeostatic size of
the susceptible tissue, thus a burst of regeneration
processes takes place during influenza.

The sensitivity analysis of the influenza model has
revealed that virus and sensitive tissue characteristics
ex¢rt primary control over the variations of the
disease course, rather than immune responsiveness
parameters. The results presented in Section 6 show
that the severity of influenza is most sensitive to the
parameters of the IAV—epithelial cell interactions,
whereas the variations in the duration of illness are
under the influence of humoral immune response
parameters. The rate of antigen-driven clonal expan-
sion is controlled by proliferation parameters and
antigen-presenting cells activity decay. The latter cor-
relates with the findings of Fishman & Perelson (1993)
on the profound consequences of the life-time of the
antigen-presenting state on the dynamics of T cell
response.

Surprising was the remarkable sensitivity of the
clonal expansion progression to the IAV replication
rate. The sensitivity indices may be used as uncer-
tainty measures for poputational variations in the
influenza course during epidemics. These character-
istics of each individual’s sensitivity to a variety of
host—virus relationship factors need to be related to
and interpreted wsing the population level data on
IAV virulence and immune response heterogeneity to
assess numerically the evolutionarily established equi-
librium between infectious agents and immune system
effectiveness. A paramecter variation analysis suggests
a prolonged persistence of the influenza virus in a host
that can occur due to an imbalance between the rapid
and non-specific IFN response and the more inertial
and adaptive immune response. Thus, the normal
immune system operates in such a way that the [FN
response is kinetically adjusted with specific clonal
expansion processes. These results together with our
previous studies on the contribution of the immune
system to protection and pathology of acute HBV
infection may be useful in elaborating the notion of
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optimal defense against viruses, as is currently used in
the theoretical analysis of evolutionary relationships
between viruses and immune system (Zinkernagel
et al., 1985; Doherty, 1985).

In many fields of pure and applied science the
central issuc is the determination of mathematical
models that are consistent with both observations and
prior knowledge. We have presented a multiparame-
ter modeling approach for the theoretical study of the
kinetic pattern of immune reaction in vive, which is,
however, a very crude representation of real com-
plexity and fine tuning of immune processes (Perelson
& Oster, 1979; Brendel & Perelson, 1987; Kauffmann
ef al., 1988; Gandolfi & Strom, 1990; Stewart &
Varela, 1991; De Boer er al., 1992). Nevertheless,
such studies may provide new guidelines and dimen-
sions in the theoretical analysis of problem areas in
interactions of viruses and immune system (Doherty,
1986).

Our approach to modeling is based on the use of
delay equations. First, they may be considered as a
natural way to represent a duration of lymphocyte’s
division and differentiation processes during the anti-
viral immune response. It means that the delays are
directly measurable and explicitly controllable par-
ameters (by steroid hormones, other intrinsic or exter-
nal factors). The use of delay equations makes
it possible to assess in an obvious way the quantities
of dividing cells thus enabling a direct reference
to experiments. Second, the severity and outcome of
influenza infection result from the races over a few
days between the viral spread in a sensitive tissue and
the clonal expansion of specific lymphocytes. On a
short-time scale (7 days) the delay equations (with the
lags about 1 day) give a kinetics which is, in general,
quantitatively different from that due to ODEs. For
example, a solution to a simplest linear constant delay
equation is represented by a polynomial in the inde-
pendent variable 1 (El'sgolts & Norkin, 1973), rather
than an exponential function, which is typical for a
simplest scalar ordinary differential equation. Only
for large time intervals as compared to the value
of delay these types of behavior can converge. These
two points were the basic reasons to consider explic-
itly the delays in the model equations. However, in
future we will try to perform a separate research to
clarify more rigorously and quantitatively the
domains of the principle difference between modeling
approaches based on DDEs and ODEs in the
particular field of infectious disease studies.

A practically important aspect of influenza is
that it promotes secondary bacterial infections that
are sometimes fatal. A quantitative assessment by
mathematical modeling of the underlying mechanisms

of immunodeficiency and immunomodulation is an
element of the groundwork for an cxploration of risk
factors that alter the course and outcome of influenza
virus infections.
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APPENDIX

Fitting of model to data

The problem of quantitative description by mathematical model of any data characterizing an object, without
a priori suggestions on its stochastic nature, is considered as fitting of model parameters to data (Bard, 1974;
Poliak, 1983}, i.e. determining parameter’s values giving the minimal deviation between model and data. The
objective functional should be selected with the nature of both the observation data and nonlinearities generated
by mathematical model taken into account (Tukey, 1977).

FITNESS MEASURING OBJECTIVE FUNCTIONAL: NATURE OF OBSERVATION DATA

In the classical least sqaures (L8) approach, model parameter values are selected by minimizing the sum of
squared residuals, i.e. the objective functional has the structure

0)~ £ (7 (50) =y V.

Here, y.; stands for empirical data and y (¢,,«) are the model predictions at ;. The limitations of classical LS
approach to parameter optimization have been observed in several applications. For example, in curve fitting
problems (Boggs ez al., 1987} it was pointed out that it unduly weights the top data points. This aspect of
residual LS approach becomes critical in our applications, where typical sets of empirical data are characterized
by large variations in absolute values over the observation interval and by equal significance of the data points
independently of their absclute values. To measure the goodness of fit between model and data we consider
the relative distances between observations and model predictions in terms of ratios

yobs_.l' and y(l},d)
y(tj’a) yobsj

L

rather than the residuals, (Vs; — ¥ (#:,2)). Thus, we take

0@ ~ E G (60, v}

where F(-) meets the symmetry condition: F{(yy,, y (@)= F(y (@), yu, ). The functional ®(x) employed in a
previous work (Marchuk et al., 19916) had the following form:

MoX W) —p@ N2 Ot ) — p@ \2
(D(CC)=>§1 ‘gl{(y (5,&3} yol):s;) +(y (f_,,d) yobs;) ]’

yabsj ym(tj;a)

where observation data for the i-th model variable at time ¢, are denoted by y i; and corresponding model
prediction by y “X#;,a); M is the total number of different observations times, ¥ is the dimension of model state
vector; « is the vector of identified parameters.



MODEL OF ANTIVIRAL IMMUNE RESPONSE. III. 359

Another fitness functions for the relative deviations can also be used:

- ¥ & y(nigsj : ym(‘tjid) : — yggs; §
(D(OE)—E] Igll:(y(i)(tjsa)) +( yglgsj ) :|’ )= ;Z] ‘gllilog( {:)( ‘x))]

The latter was applied for fitting a similar, antibacterial immune response model by Karpov (1992).

NONLINEARITY OF MODEL PREDICTIONS

Only for regression models, which are linear in their parameters, does the residual LS approach generate a
finear LS problem. When the predictions are governed by differential models rather than algebraic, then the
LS approach, even for lincar models, generally leads to a nonlinear minimization problem. The nonlinearity
of the fitness function ®{c) with respect to a results from a combination of the quadratic transformation [],
the ratios scaling function F(-) and the solution function y(z,2) of mathematical mode! formutlated as a
parameter-dependent differential system, The latter is characterized by exponential nonlinearities in ¢ and «,
at least locally. To decrease the nonlinearity of ®{«) the function F should be selected with this behavior of
v (¢,) in mind.

To illustrate the idea, we consider the simplest case of the linear ODE model: y " =a x y. Let the model be
exactly related to the observed process, and let a* be the “true” parameter i.e. observations are described by
Vo (1} = yp€%"". The solution of the model for a perturbed o value with the given initial condition y (0) = y, is
yoe*. Then the classical residual LS approach leads to the nonlinear minimization problem for «

M
d(a) ~ Y (e — ™%y — min,
i=1
whereas the relative distance LS approach results in the problem:

M
Ba) ~ Y (€* %) — min
i=1

over Ax. Selecting the scaling function F () as the logarithm, one decreases the exponential nonlinearity of model
predictions with respect to «. This straightens out the behavior of y and y,,. with respect 1o @ and ¢ in the LS
functional. With this choice, one arrives at the following minimization problem over Aw:
‘ M
Oa) ~ Y, (@ - o*)t?— min.
i=1
The last formulation is the common lincar LS problem corresponding to lincar ODE model.
The real situations are much more complicated due to inexactness of the models, non-linearity of the differential
system, noisy observation data, and non-cxponential behavior of the solution in the “large”. Nevertheless, the
LS criterion for relative distances scaled by logarithmic transformation,

) 2
P(a)= Z Z J,l:log( m(obsl })]

where wj; represent the data weighting procedure, seems to be a good candidate for fitting problems in acute
infection modeling.

This set of fitting problems is characterized by observation data which vary considerably in time in their
magnitude, and predictions which represent evolutionary processes governed by ODE models. The observation
(fitting) time interval should be subdivided into subintervals of clear exponential dynamic, each governed by

a minimal number of processes, in order to make the corresponding minimization problem to be minimally
non-linear.

PARAMETER REFINEMENT PROCEDURES

In a previous work (Marchuk er al., 19915) an approach to parameter refinement was suggested, which is
characterized by splitting the optimization problem for model predictions on the complete observation interval
into a set of optimization subproblems on smaller time intervals. This decomposition is developed using available
qualitative information on the natural history of particular infectious diseases to choose a small number of
optimized parameters, specifically for every subproblem. The parameters are considered to govern the kinetics
of the observation data within corresponding subintervals. For details of the sequential refinement procedures,
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see Bocharov & Romanyukha (1993). Parameter identification problems for the antiviral immune response
model are huge and computationally expensive due to nonlinear (bi- and tri-linear) terms in right-hand sides
of differential equations, non-monotone functions for initial conditions, high dimensionality and delays. To
facilitate the solution of the basic constrained minimization problem:

a* =arg(min®(a)) 4 <o < B,

it is desirable to have a good (close to a*) initial guess for parameter values, o,

Himmelblau et al. (1967) had proposed simplified methods for solution of inverse problems in chemical
kinetics. These employ the idea of using observation data to gencrate spline-functions fitted to the model
differential system, to avoid repeated solving of initial value problems for the differential system. By this means,
instead of a nonlinear optimization problem for objective functional determined by differential system, a simpler
L.S problem for linear or nonlinear algebraic system is formulated. The approach suggested by Himmelblau
and developed later by Allen & Pruess (1981), Varah (1982), Yermakova et af. (1982), Higham & Higham (1991},
was further generalized to include typical situations in infectious disease modeling, when the observation data
are available only for some of the state variables and the equations for the other variables can not be solved
by quadratures.

The approach elaborated to model fitting essentially speeds up the treating of parameter identification
problems. In general, it leads to non-unique parameter estimates or may be ill-conditioned. However, it allows
more effective allocation of the process of model fitting to data between crude but simple and finer but
computationally expensive methods. The corresponding code, suitable for fitting of delay-differential models
to data, uses the standard algorithms of one-dimensional quasi-cubic interpolation based on Hermite
polynomials IQHSCU (IMSL, 1980}, the one dimensional quadrature adaptive procedure DCADRE (IMSL,
1980), the LINPACK algorithm for linear least squares problems, and the quasi-Newton method for nonlinear
function minimization ZXMIN (IMSL, 1980).



