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The paper describes a technology designed for computing three-dimensional transonic laminar–turbulent flows at

various aerodynamic configurations with the use of the general-purpose computational fluid dynamics code ANSYS

Fluent and an integrated special module of computing the laminar–turbulent transition position created on the basis

of the autonomous software package LOTRAN 3, developed previously by the authors.Within the framework of this

technology, computations with a prolate spheroid and engine nacelle are performed for different Mach numbers

(M∞ � 0.14–0.7 Reynolds numbers Re � 2–10.38 × 106), and angles of attack (φ � −10 deg to �10 deg). New
results are obtained on the position of the laminar–turbulent transition in boundary layers in transonic flow regimes,

and the problem of the dominating transitionmechanism is considered. The results obtained in the present study are

demonstrated to be in good agreement with experimental data on the position of the laminar–turbulent transition

available in the literature.

Nomenclature

A, B, C, D = matrices
a = computational domain boundary
b = the distance from the boundary-layer edge

to the wall
Cf = dimensionless skin-friction coefficient

c = dimensionless phase velocity
c1, c2, ϕmin, K, ε = auxiliary constants
ltr = the dimensional length of the laminar–tur-

bulent transition region, m
M = global Mach number
NCF = threshold value ofN-factor for the transition

onset due to the crossflow vortices
Nc = threshold value ofN-factor for the transition

onset computed with the Mack formula
NTS = threshold value ofN-factor for the transition

onset due to the Tollmien–Schlichting
waves

P = static pressure, Pa

Re = Reynolds number based of the freestream
parameters and the reference length of a
body

Rex� = transition onset Reynolds number based on
the freestream parameters and local x� coor-
dinate

T = temperature, K
Tu = freestream degree of turbulence, %
t = dimensionless time
U = streamwise velocity, m∕s
W = transverse velocity, m∕s
X, Y, Z = dimensionless global Cartesian coordinate

system
X1 = dimensionless turbulization coordinate for

the upper airfoil surface
X2 = dimensionless turbulization coordinate for

the lower airfoil surface
X�, Y�, Z� = dimensional global Cartesian coordinate

system, m
x, y, z = streamwise, wall-normal, and transverse

dimensionless coordinates in local coordi-
nate system

x� = streamwise dimensional coordinate in local
coordinate system

yc = minimum distance from the wall such that
U�yc� � c

α = dimensionless streamwise wave number
β = dimensionless transverse wave number
δ� = displacement thickness, m
θ = azimuthal angle, deg
λ�c�, ν�c� = auxiliary functions
ν = kinematic viscosity, s−1

ρ = density, kg∕m3

τw = shear stress, Pa
Φ = eigenvector
φ = angle of attack, deg
ϕ = slope of wave vector for crossflow vortices
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ω = dimensionless angular frequency

Subscripts

e = at the boundary-layer edge
max = maximum value
min = minimum value
w = at the wall
∞ = at the inlet boundary of the computational

domain

I. Introduction

P ROBLEMS of adequate simulation of the laminar–turbulent
transition (LTT) are similar to problems of turbulencemodeling,

but the issues of development and verification of the corresponding
models are still much less studied despite comprehensive special
investigations in this field (see, e.g., the review in Ref. [1]). Particu-
larly, the ambient flow in cruise flight is characterized by a relatively
low degree of turbulence, in contrast to a relatively high degree of
turbulence occurring in turbomachinery applications [1]. For engi-
neering purposes, the description of the transition process in boun-
dary-layer flows at low freestream turbulence can be divided into the
following spatially consecutive stages: receptivity of the near-wall
flow to external disturbances, linear instability of the boundary-layer
disturbances, and final breakdown of the flow to turbulence due to
nonlinear processes caused by large-amplitude disturbances. Recep-
tivity describes the processes of generation of small-amplitude boun-
dary-layer disturbances by different external and surface perturbations
(such as freestream acoustic noise and turbulence, surface vibrations
and roughness, etc.). At the next stages, some of the boundary-layer
disturbances amplify exponentially in a characteristic direction and
initiate the final breakdown.
It is customary to express the boundary-layer disturbances as a set of

differentwaves ormodes, which are periodic in space, time, or both [2].
In two-dimensional (2-D) flows, such exponentially growing travelling
waves are the Tollmien–Schlichting (TS) waves; also, in high-Mach-
number flows, the so-called second or acoustic mode can become
dominant. In the case of three-dimensional (3-D) aerodynamic flows
with the presence of a crossflow, such as the swept-wing boundary
layers or high-angle-of-attack engine nacelle boundary layers, the
growing stationary (crossflow, or CF) vortices can be dominant in the
transition process. Generally, the transition can be a competition of
different instabilities. However, the evolution of such small-amplitude
disturbances in all the cases is accurately described by the linear
stability theory. Hence, one of the most popular modern approaches
to modeling the transition is the use of specialized software, which
describes the propagation of small-amplitude boundary-layer disturb-
ances and estimates the transition position using criteria based on
threshold disturbance amplitudes indicating the transition onset and
breakdown to turbulence. This approach introduced in 1956 in two
independent publications [3,4] is now called the eN-method, which has
grown into a branching set of different techniques of determining the
characteristic threshold amplitudes (see, e.g., Ref. [5]).
The eN-method was implemented in several codes used internally

by different companies (see, e.g., Refs. [6–11]). The COSAL soft-
ware [6] is probably one of the earliest black box codes developed for
the transition prediction in 3-D compressible boundary layers. How-
ever, no integration with external computational fluid dynamics
(CFD) software was provided, and only one N-factor strategy was
implemented; the desired wave vectors were input manually. Also, to
escape the need of finding the disturbance growth direction, the
approach was limited by the instability in time; and the integration
path was defined by the curve whose tangent is defined by the real
part of the group velocity vector. A decade later, the last limitation
was removed with the development of the next-generation codes
eMalik [7] and GTPT [8]. The LASTRAC software [9] is a further
step forward in the application ofmore advanced transition prediction
approaches as the parabolized stability equations (PSEs) coupled
with the analysis of flow receptivity to external disturbances, and it
accounts for the wall curvature. The STABL software suite with the

PSE-Chem solver of PSE equations [10] is primarily directed to
axisymmetric hypersonic boundary layers because it includes chemi-
cal nonequilibrium effects. As in the previous approaches, the choice
of frequencies and spanwise wave vectors, as well as the dominant
mode type, are manual.
As seen, the aforementioned codes have the advantage when used

to predict the transition in either axisymmetric or infinite swept-wing
cases;moreover, theLASTRACsoftware can predictwith a very high
accuracy if proper input data for the receptivity are provided. In
contrast, in industrial applications, the focus is frequently shifted to
the use of the transition prediction in automatic cycles of shape
optimization; in which case, various 3-D geometries and flow direc-
tions can occur, combined with a limited knowledge of disturbance
flow conditions and surface roughness. To this end, the authors of
Ref. [11] supplied necessary accessories to the DLR, German Aero-
space Center’s (DLR’s) local linear stability code LILO and com-
bined it with the proprietary Reynolds-averaged Navier–Stokes
(RANS) solver TAU. It was reported that the accessories included
the internal boundary-layer code COCO to optionally improve
tapered swept-wing flow computations supplied by theRANS solver,
aswell as some frequency and spanwisewavevector range estimators
for TS waves and crossflow vortices. The direction of disturbance
propagation can be prescribed either along inviscid flow streamlines
or line-in-flight cuts of the geometry to be used with COCO. For the
transition prediction an approach based on two different N-factors
was used.
However, the eN-method is still not represented in general-purpose

public CFD software products, but it can be implemented by a third-
party developer as a plug-in module. Currently, one of the most
popular CFD tools for modeling aerodynamic flows is ANSYS
Fluent. This product also includes the empirical Transition SST
model for the transitional and turbulent flow simulation [12], which
is actively used in academic and industrial communities for incom-
pressible flows. However, its application for aerodynamic flows with
a relatively low degree of freestream turbulence, particularly for 3-D
flows and for flows at high speeds, has some difficulties and limi-
tations (see, e.g., Refs. [1,13]).
In 2013, Boiko et al. [14] and Nechepurenko and Boiko [15]

developed from scratch a local transition analysis (known as
LOTRAN) software package for computing the transition position
in boundary layers of viscous incompressible fluid flows past low-
curvature surfaces. Its further development [16] resulted in a new
package called LOTRAN3, designed for the basic academic research
of stability of 3-D boundary layers of viscous compressible flows and
for determining the transition position by the eN method. It has an
original framework to formulate and solve problems of stability of
3-D boundary layers, to automatically choose ranges of local wave
numbers using physical grounds, and to apply filters discarding
spurious eigenvalues of different natures.
The present paper describes both the integration of the LOTRAN3

package into the ANSYS Fluent CFD software with the addition of
special software interfaces and unique (to our knowledge) details of
the LOTRAN 3 realization directed tomake it scalable and reliable in
practical applications. To this end, a prototype of the resulting soft-
waremodulewas tested in some fundamental scientific and engineer-
ing computations (see, e.g., Refs. [17–20]); as a result, many new
techniques were added to ensure reliability of operation in essentially
different 3-D flows in the Mach number range from approximately 0
to 1.5 with no need of retuning the package parameters. It should be
noted that these innovative features distinguish LOTRAN 3 from the
other software packages based on the eN-method but designed either
for nonpublic CFD codes or for narrow (in terms of the surface
geometry, types of flow instability, and admissible velocity range)
classes of flows. In particular, problems of determining automatically
the position of the LTT in subsonic and transonic boundary layers on
complex-shaped bodies were considered in Refs. [17–20] by using
the LOTRAN 3 software package.
The goal of the present study is to demonstrate the ability of the

LTT module developed on the basis of the LOTRAN 3 package in
conjunction with the ANSYS Fluent software system to predict
automatically the LTT position on some typical bodies (flat plate,
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airfoil, prolate spheroid, engine nacelle) including transonic flows.
This means that all computations can be performed without retuning
critical package parameters for a particular flow. Specific features of
modeling the base flow with accuracy acceptable for practice and
using the LTT module for computing the LTT position in transonic
boundary layers are also considered. To validate the developed com-
putational technology, the predicted results on the LTT position are
compared with available experimental data reported in the literature.
It should be noted that LTT in transonic 3-D boundary layers of

different elements of flying vehicles is extremely important for
designing advanced-technology aircraft, but it has still been insuffi-
ciently investigated. The majority of corresponding studies is limited
to a consideration of swept-wing flows (see, e.g., Refs. [21–23]).
Meanwhile, data on the position and possible dominating mecha-
nisms of the LTT in a transonic flow with a low degree of freestream
turbulence necessary for the development of a laminarized engine
nacelle for reducing the friction drag on its external surface can hardly
be found in the literature, except for two-dimensional cases [24].
Therefore, for 3-D configurations, the dominatingmechanisms of the
LTT in the boundary layer on a body placed at an angle of attack in a
transonic gas flow are also discussed.

II. Base-Flow Simulation

A laminar boundary layer (base flow) formed in subsonic and
transonic streams at various configurations with low degrees of
freestream turbulence (Tu < 1%) was numerically simulated by the
ANSYS Fluent software. The data obtained on the base flow were
transferred to the LTTmodule for determining the LTT position. The
authors’ gained experience in computing laminar–turbulent flows at
various bodies with the use of ANSYS Fluent together with the LTT
modulemade it possible to formulate the following approach to base-
flow modeling:
1) Generate a computational grid around the examined surface

with an allocated near-wall layer of height significantly exceeding the
characteristic thickness of the laminar boundary layer with enough
cells for a proper resolution of the boundary layer.
2) Generate a regular hexahedral (quadrangular in 2-D computa-

tions) fine computational grid in the allocated region with further
refinement toward the surface (a hexahedral grid with longitudinal
edges of the cells almost parallel to the streamlines along the body is
the most effective grid from the viewpoint of computational effi-
ciency [25]).
3) Compute the laminar base flow with the RANS equations. Note,

that in the case of appearance of unsteady laminar flow separation, the
steady computation of the base flow fails. In this case a preliminary
splitting of the flow domain into the laminar and definitely turbulent
(including themajor part of the separated flow) regions is performed to
remove the unsteadiness and obtain the required converged solution.
In the present study, we consider four different configurations: a

3-m-long flat plate with a blunted leading edge (with the rounding
radius of 0.3 mm) [17]; a supercritical NASA-SR-0410 airfoil with a
chord length of 0.2m [26]; a prolate spheroidwith a length of 2.4m, a
diameter of 0.4 m, and a ratio of semiaxes equal to 6:1 [27–29]; and
a ducted engine nacelle. The contour of the engine nacelle provided a
sufficiently long region of the laminar and transitional boundary
layer. The engine nacelle was designed by means of rotating this
contour around the longitudinal axis by 180 deg; i.e., it was an axisym-
metric (with respect to the longitudinal axis) ducted body of revolution.
The length of the engine nacelle was 0.6 m.
Figure 1 shows fragments of the computational grids. The flow

past a flat plate was computed on a regular rectangular grid (Fig. 1a)
refined toward both the surface of interest and the leading edge. The
computational area consisted of a rectangle and a quarter-circlewith a
radius of 7 m, with the flat plate placed in the center of the lower
boundary (Fig. 1a). The distance from the trailing edge of the plate to
the outlet boundary along the x axis was also 7m. The computational
area for the flow around the airfoil also consisted of a rectangle and a
quarter-circle. The airfoil was located in the center, and the outer
boundary of the computational area was moved away at a distance of
more than 10 chord lengths, i.e., ≥ 2 m. In the airfoil computations,

the allocated near-wall region was covered by a regular rectangular
grid refined toward the surface, whereas the remaining computational
domain was covered by an irregular triangular grid (Fig. 1b). For 3-D
bodies (the prolate spheroid and engine nacelle), for the prolate
spheroid, the computational area consisted of a hemisphere with a
6m radius. For the engine nacelle, the computation area consisted of a
hemisphere with a 10 m radius joined with a cylinder with a 10 m
radius and length. A regular hexahedral gridwas generated at thewall
for the prolate spheroid and the engine nacelle (Figs. 1c and 1d,
respectively); and the height of the near-wall regionwas five times the
boundary-layer thickness or more. It should be noted that the LTT
module received data on the grid structure and flow parameters only
from the allocated near-wall region to make the data analysis less
time-consuming.
For the prolate spheroid, the computational grid in the allocated

near-wall region with a 40 mm height had 160 cells in the normal-
to-wall direction, with approximately 80 of them covering the
boundary-layer region. In the case with the engine nacelle, the
near-wall region height was 10 mm, and the grid contained 50 cells
in the normal-to-wall direction, with approximately 35 of them

Fig. 1 Fragments of computational grids: а) near the leading edge of the
flat plate; b) near the airfoil (each fourth cell); and c,d) in the plane of
symmetry of the prolate spheroid and engine nacelle, respectively (every
eighth cell).

Article in Advance / BOIKO ETAL. 3

D
ow

nl
oa

de
d 

by
 1

09
.2

52
.3

2.
17

2 
on

 J
ul

y 
20

, 2
02

1 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.J

06
01

74
 

https://arc.aiaa.org/action/showImage?doi=10.2514/1.J060174&iName=master.img-000.jpg&w=239&h=455


covering the boundary-layer region of interest. In both cases, each
cell corresponded to approximately 2 deg in the azimuthal direction.
In the streamwise direction, there were 612 and 204 cells for the
prolate spheroid and engine nacelle, respectively. Thus, the total
number of cells in the computational domain was 18 million for
the prolate spheroid and 7 million for the engine nacelle. Computa-
tions on a sequence of nested grids (with a twofold increase of the
number of cells in each of the x and y directions and with a 1.2-fold
increase in the z direction) showed that the difference in the results on
the LTTonset was within 2% (here and in the following, the accuracy
of the transition position is scaled by the length of the body of
interest).
A density-based solver for the governing equations and an implicit

schemewith the second order of accuracy in spacewith the Roe–Flux-
Difference-Splitting method. The freestream conditions at the external
boundary of the computational domain were the pressure P∞, Mach
numberM∞, temperature T∞, and angle of attackφ; the surfaces were
subjected to the no-slip conditions and the constant wall temperature
for the 2-D configurations, as well as the adiabatic wall conditions for
the 3-D configurations. The global Cartesian coordinate system
(X�, Y�, Z�) was applied. The X� axis coincided with the axis of
symmetry of all bodies under consideration, except the airfoil, inwhich
case X� axis is directed along the wing chord. The origin of the global
Cartesian coordinate system was located at the center of the circle of
leading-edge bluntness for the flat plate, at the tip for the airfoil, at the
geometric center of the prolate spheroid, and at the point of intersection
of the axis of symmetry with the plane of the leading edge for the
engine nacelle. Later in the paper, the dimensional coordinates are
scaled by the length of the corresponding body; and dimensionless
variables X, Y, and Z are used. The Reynolds number Re is computed
on the basis of the freestream parameters and the dimensional length of
the corresponding body.
As has already been noted earlier in this paper, a region of laminar

separationmay occur in the flow simulations, leading to oscillations of
the solution in this region, which deteriorates the convergence. These
oscillations may distort the upstream laminar boundary layer, whose
stability is to be studied. To minimize these oscillations, the base flow
was computed with the use of a turbulence model that includes
turbulent viscosity with preliminary splitting of the flow domain into
the laminar and definitely turbulent parts (the latter includes the major
part of the region of unsteadiness). The position of initial turbulization
was estimated in preliminary computations of the laminar flow based
on the placewhere the oscillations associated with the flow separation
appeared (for the flat-plate case, the initial turbulization was not used).
For example, Fig. 2 shows the distributions of the skin-friction coef-
ficient Cf � τw∕�0.5ρ∞U∞

2� (τw is the wall shear stress, U∞ is the
freestream velocity, and ρ∞ is the freestream fluid density) over the
upper surface of the airfoil, which was obtained in computations of
the laminar flow regime and the flow regime with nonzero turbulent
viscosity beginning from a certain prescribed value of the streamwise
coordinate. The values of Cf � 0 refer to the laminar separation

region. It is seen that the value of Cf decreases to zero at X ≈ 0.75.

The field of the streamwise velocity derivative with respect to the
streamwise coordinate shows that flowoscillations appear on the upper

surface of the airfoil at X � 0.75. They are manifested as the alter-
nation of regions of flow acceleration and deceleration. A similar
behavior is observed on the lower surface atX ≈ 0.5. These twovalues
are taken as the turbulization coordinatesX1 � 0.75 andX2 � 0.5 for
the upper and lower airfoil surfaces, respectively. The turbulization
positions are imposed by a specially developed ANSYS Fluent user-
defined function (UDF) module.
Two methods of flow turbulization were used in the present study.

In the first method used in 2-D computations, the UDF module was
applied to change the turbulent viscosity in the Spalart–Allmaras
turbulence model so that it was equal to zero in the laminar region
before the turbulization coordinate X1, and then it was computed in
the usual (unchanged) way implied in the model. In the second
method used in 3-D computations, the computations were performed
with the k-ω-SST turbulence model; and the turbulent kinetic energy
kwas assumed to be equal to zero before the turbulization coordinate
at each time step (with the help of theUDFmodule). As a result, there
was a laminar flow upstream ofX1, followed by natural growth of the
turbulent kinetic energy downstream of X1, which makes the tran-
sition from the laminar to turbulent flow smoother. On this basis, an
intermittency field is constructed. In the laminar and the turbulent
flow regions, the intermittency equals zero and one, respectively. The
distributions of the skin-friction coefficientCf on the body surface in

the cases with nonzero turbulent viscosity are also shown in Fig. 2.
At the next stage, the computational grid and base-flow data

computed in the allocated near-wall region are transferred to the
LTT module.

III. Transition Prediction Method

In the LOTRAN 3 software package, the evolution of small
perturbations in the boundary layer is described by full equations
of heat and mass transfer of a compressible medium linearized with
respect to the laminar base flow [16]. Therefore, the package can be
used for a wide range of speed values, including for high-speed base
flows, but this paper describes only the specific features of LOTRAN
3 application to subsonic and transonic streams.
The LOTRAN 3 software package has a modular structure (see

Fig. 3) with the separation of problems of computational 3-D geom-
etry, base-flow data analysis and assimilation, stability analysis, and
prediction of the LTT position on the basis of the stability analysis
and data on factors initiating flow turbulization. Note that in contrast
to the other transition prediction software discussed in the Introduc-
tion (Sec. I), no boundary-layer code to “improve” the CFD data is
included. The computations are completely automated. The package
operates with base-flow data obtained with engineering accuracy.
In analyzing the stability, the majority of the computations are
performed by standard, carefully approved matrix algorithms. It is
also possible to visualize various characteristics of the boundary layer

Fig. 2 Distributions of the skin-friction coefficient on the upper surface
of the airfoil: Re � 106, φ � 0, M∞ � 0.25, T∞ � 296 K, and
Tw � 300 K. Fig. 3 Structure of the LOTRAN 3 software package.
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and the results of its stability analysis. Themain result of operation of
this package is the distribution of N factors of the growth rates of
disturbances on the surface of interest. A typical result is shown in
Fig. 4 for the prolate spheroid at an angle of attack of 10 deg to the
freestream. The LTT position is found from the distribution of N
factors by the eN method on the basis of data on threshold N factors.
The values of parameters controlling the computations are set in

the Parameters need a different font module. In the course of the
computations, they are passed to all other modules. The results
reported in Sec. IV were obtained for a single set of parameters to
demonstrate the software versatility. However, it is possible (but not
obligatory) to tune some parameters for a class of configurations to
accelerate computations without compromising the final accuracy.
The MainFlow need a different font module reads the computed

data on the base flow and converts them to an internal representation
of the LOTRAN 3 package. Namely, the data are mapped onto a
nonconformal tetrahedral grid with the velocity components, temper-
ature, and pressure being defined at the vertices of this grid and with
the intermittency coefficient being specified at the surface vertices.
To reduce the computational expenses of 3-D geometry manipula-
tions, a special structure is generated on the set of tetrahedrons by
means of space splitting into identical boxes in the Cartesian or
cylindrical coordinate system. This is the only module that depends
on the grid used, the method of data setting, and the approximation
in laminar flow computations.
The BoundaryLayer module operates with the data on the base

flow in the internal representation. It forms 2-D nonplanar slices of
the boundary layer along the prescribed lines of disturbance propa-
gation. There are several approaches to select the lines with, e.g., the
direction of group velocity [30] or line-in-flight cuts [11]. In practice,
in accordance with experimental evidence and numerical observa-
tions (see, e.g., Refs. [11,31–35]), these lines are close to or coincide
with the real streamlines close to the boundary-layer edge in the
region of interest or with the so-called boundary-layer edge stream-
lines, which have a simple physical interpretation as surface stream-
lines in the inviscid approximation [11,36].
Two algorithms for computing such slices are implemented in the

module. In both algorithms, the surface tetrahedron is chosen, and
the external normal to the surface is drawn from the barycenter of
the tetrahedron base; a grid is constructed on this normal (with

refinement toward the surface) and data on the base flow are inter-
polated to this grid. Then, these data are processed by a separate
utility. In the utility, based on the enthalpy distribution analysis
(Bernoulli’s equation for compressible flows), the location of the
boundary-layer edge is estimated and a local (associated with the
normal) orthonormal basis is constructed. Note that, using the Ber-
noulli equation, we implicitly assume that the enthalpy is constant
along the inviscid streamline, which is reasonable in the case of
subsonic and transonic flows of interest. The direction along the
normal is chosen as the local vertical direction, the component of
the velocity vector at the boundary-layer edge perpendicular to the
normal is taken as the streamwise direction, and the direction
orthogonal to the first two directions and forming the right-hand
coordinate systemwith them is considered as the transverse direction.
The data in grid nodes are presented in the local basis. In this case, x is
the streamwise coordinate (length of the arc along the surface from the
beginning of the 2-D slice,whichwill be constructed, to the base of the
normal), y is the vertical coordinate (distance to the surface along
the normal), and z is the transverse coordinate. Then, it is checked
whether the chosen normal lies in the region of the formed attached
boundary layer. For this purpose, it is verified that the intermittency
coefficient at the base of the normal is smaller than the threshold value,
that there is no separation, and that the maximum absolute value of
the vertical component of velocity inside the boundary layer is signi-
ficantly smaller than the streamwise component of velocity at the
estimated boundary-layer edge. If the chosen normal does not satisfy
at least one of these criteria (i.e., it is not located in the formed attached
boundary layer), then a new surface tetrahedron located slightly
upstream is automatically chosen, the external normal to the surface
is drawn from the barycenter of this tetrahedron, etc.When the normal
in the region of the formed attached boundary layer is found, the initial
point on this normal is chosen at a distance from the surface propor-
tional to the boundary-layer thickness.
In the first algorithm for constructing the 2-D slice, the streamline

upstream and downstream from the chosen initial point is computed
by solving the corresponding system of ordinary differential equa-
tions by the fourth- or fifth-order Runge–Kutta method. The required
base-flow velocity in the nodes of numerical integration is interpo-
lated from the nonconformal tetrahedral grid. Then, the 2-D slice of
the boundary layer is constructed along the resultant streamline: a

Fig. 4 Distributions of the N-factors over the prolate spheroid surface along the streamline projections for the a) TS waves, and b) CF vortices.

Re � 7.2 × 106, φ � 10 deg,M∞ � 0.7, and Tu � 0.2%.
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uniformgrid is chosen on the streamline, a normal is drawn from each

node of the grid onto the surface, a grid similar to that generated on

the initial normal is constructed on this normal, and the base-flow

parameters are interpolated onto this grid. Based on the enthalpy

distribution analysis, the boundary-layer edge is determined, and a

local orthonormal basis is constructed. The data at the grid nodes are

presented in the local basis.
A normal located downstream from the initial normal is rejected if

it does not lie in the region of the formed attached boundary layer, and

all normals located further downstream are rejected aswell. If the first

two criteria of the formed attached boundary layer are satisfied but the

third one is not for a normal located upstream from the initial one,

then the 2-D slice is rejected. If the first criterion is satisfied but the

second one is not, then thewhole 2-D slice is rejected and a new initial

normal is selected upstream. Moreover, if the distance between two

adjacent normal bases is smaller than a given threshold value, one of

such normals is also rejected. The corresponding threshold values are

defined in the Parameters module.
Note that if the first two criteria are satisfied, then the third criterion

may not be met only near the leading edge if the normals to the

surface (due to the surface curvature) have small angles with the

freestream velocity vector. In the latter case, the vertical velocity

component is comparable or even greater than the streamwise one (in

the local basis). Thus, if some normal located upstream from the

initial one is rejected by the third criterion, we can reject the normals

located further upstream.
In the second algorithm, the velocity vector projection onto the

surface is computed for the chosen initial point on the initial normal.

A step up to the surface edge is made in the plane of the base of the

initial tetrahedron in the direction of the projection. From the

resultant point on this surface edge, the external normal is drawn

to the base of another surface tetrahedron for which this edge is

common with the initial tetrahedron. The procedure is continued

while the next normal is located in the formed attached boundary

layer. Thus, a 2-D slice in the downstream direction is constructed.

To construct the slice in the upstream direction, the direction of

motion is chosen to be opposite to the velocity vector projection

onto the surface.
It should be noted that the first algorithm is less expensive and is

used as a default. The second algorithm is better approved by

laboratory investigations [37] and is used if higher accuracy is needed

or results obtained by the first algorithm have to be verified. In the

examined 3-D flows, the slices constructed by these algorithms are

very close.
The characteristic values of the maximum streamwise wave num-

ber of the TS waves, the maximum absolute value of the transverse

wave number of CF vortices, and the cotangent of the slope of their

wavevector are computed for each normal. The order ofmagnitude of

themaximum value of the streamwisewave number of the neutral TS

waves is estimated by the following formula [38]:

αmax ≈ U 0
wcmax

��������������������������������������
1 −M2�1 − cmax�2

q

Here, the prime means the derivative with respect to y, U 0
w is the

derivative of the streamwise component of velocity at the surface,M
is theMach number, and cmax is the maximum phase velocity c of the
neutral TS waves (for this formula, local scaling on corresponding

values at the boundary-layer edgewas used). Thevalue of cmax can be

estimated using the modified Tietjens function, which appears when

the linearized equations of heat andmass transfer are transforming by

the method of successive approximations [38]. Particularly, cmax

occurs when the imaginary part of the modified Tietjens function

reaches its maximum value of about 0.58; in which case, the eigen-

value problem to find the neutral TSwave phasevelocity is reduced to

the nonlinear equation:

�1–2λ�c��v�c� ≈ 0.58

where

v�c� � −π
U 0

wc

Tw

�
T2

�U 0�3
�
U 0

T

� 0�
y�yc

; λ�c� � U 0
wyc
c

− 1

are auxiliary relations presented in this form to underline significant

roles of thewall temperature andwall shear stress (∼U 0
w), aswell as of

the position of the critical layer. Here, yc is the coordinate of the

critical layer that is the minimum distance from the wall such that

U�yc� � c, and T is the temperature.
For CF vortices, the characteristic values of themaximum absolute

values of the transversewave number β and the cotangent of the slope
of the wave vector are estimated by the formulas [39]

jβj � 1

y
; cot�ϕ� � −

W�y�
U�y� (1)

where y is the solution of the equation

d2ρW

dy2
�y� � 0; d ≤ y ≤ b

Here, b is the distance from the wall to the boundary-layer edge,W
is the transverse component of velocity, d is the position of the

maximum of its absolute values, and ρ�y� is the base-flow density.

Both estimations follow from considering the CF neutral disturb-

ances in the inviscid limit. The first expression is rather empiric,

whereas the second gives a direction, which is very close to the

direction of propagation of the stationary CF neutral disturbances.

Recall that in the inviscid limit, the velocity profile along this

direction has an inflection point at the wall (see, e.g., Ref. [40]

for details).
The StabilityAnalysis module is used to investigate the local

stability of the boundary layer to the TS waves and CF vortices on

the normals to the surface along the constructed 2-D slices based on

the full equations of heat and mass transfer linearized with respect to

the base flow. Each of these problems implies consideration of the

local stability to disturbances of the form

g�x; y; z; t� � ~g�y�ei�αx�βz−ωt�

where t, α, β, and ω are the time, the streamwise wave number, the

transverse wave number, and the angular frequency, respectively.

Substitution of the disturbance of this form into the full equations

of heat and mass transfer for a compressible medium linearized with

respect to the base flow (see, e.g., Ref. [41]) and spatial approxima-

tion of the resultant system of equations lead to eigenvalue problems

of the formwithmatricesA,B,C, andD depending on the streamwise

variable through the base-flow profiles of the velocity, temperature,

and pressure, as well as the transverse wave number [16]. Generally,

disturbances with different spanwise wave numbers and frequencies

should be considered. However, in subsonic and transonic flows, the

TSwaves with a zero transversewave number [41] and the stationary

CF vortices at a low freestream degree of turbulence specific for

aerodynamic applications are usually dominant disturbances [42].

Hence, in the following computations, a zero value is set for the

transverse wave number in the case of the TS waves and for the

angular frequency in the case of CF vortices (in a real-life situation,

special checks for the validity of these assumptions are desirable). In

both cases, the boundaries of instability regions are first estimated,

and then the growth rates of disturbances in the downstream direction

in these instability regions are computed by means of solving spatial

eigenvalue problems.
The boundaries of the instability region for the TS waves are

estimated by solving temporal eigenvalue problems (using the QR

algorithm), i.e., eigenvalue problems with respect to the complex

angular frequency for a specified real value of the streamwise

wave number. The neutral curve is computed. Then, for each point

of the beginning of the instability region, the downstream evolu-

tion of the spatial growth rate of the corresponding TS wave is

computed.
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The order of magnitude of the maximum value of the streamwise

wave number, at which the temporal eigenvalue problems are solved,

is estimated as the mean (on the 2-D slice considered) value of αmax

computed at the last stage of the 2-D slice construction. After solving

each eigenvalue problem, the eigenvalues corresponding to the

TS waves are chosen from the whole eigenspectrum by using a

filter limiting the admissible range of the phase velocity of

c � Real�ω�∕α. The experience of computing various configura-

tions shows that it is sufficient to use the domain 0.3 ≤ c ≤ 0.6 for

subsonic and transonic flows.

In the case of CF vortices, the instability region boundaries are

estimated by solving partially parabolized (with the term−α2A being

rejected) spatial eigenvalue problems (using the QR algorithm), i.e.,

the eigenvalue problems with respect to the complex streamwise

wave number for a specified real value of the transversewave number

and zero frequency. The neutral curve is computed. Then, the down-

stream evolution of the growth rate of the transverse vortex for each

onset of the instability region is computed by solving the original (not

parabolized) spatial eigenvalue problems.

For every constructed 2-D slice the maximum absolute value

of the transverse wave number to be considered is estimated as the

meanvalue of jβj, where β is computedwith Eq. (1). The eigenvalueα
corresponding to CF vortices with a fixed value of β are selected

after solving the eigenvalue problems using the following restrictions

on α:

c1j cot�ϕ�j ≤ jReal
�
α

β

�
j ≤ minfcot�ϕmin�; c2j cot�ϕ�jg

for selecting the range of propagation directions specific for the
growing CF vortices,

Real α > 0

for selecting disturbances with the positive streamwise wave number
only,

−Imag α ≤ K

for removing the continuous spectrum in the lower half-plane, and the
following restrictions on the streamwise velocity componentu of the
corresponding eigenvector:

kuk�b;a�∕kuk�0;a� ≤ ε

which ensures that the disturbance maximum is located inside the
boundary layer and effectively rejects occasional spurious modes.
Here, a is the distance from the wall to the computational domain
boundary (corresponding to the far-field edge).
The empirical constants c1, c2,ϕmin,K, and ε used in the filters are

chosen on the basis of the previous experience; the default values are
0.25, 2, π∕3, 50, and 0.2.
Finally, the N-factors are computed in the StabilityAnalysis mod-

ulewith the use of computed growth rates along the 2-D slices (Figs. 5
and 6). For each 2-D slice, the envelope is constructed in the Tran-
sitionAnalysis module of the N-factors of individual disturbances
computed along the slice. In addition, the dimensional length of the
LTT region is estimated for each normal. This length is estimated by
the formula

ltr � 2.3

�����������
Ueδ

�

ν∞

s
δ�

which (taking into account our scaling) is derived from the formula of
Ref. [43] for the transition-length Reynolds number. Here,Ue and δ

�
are the streamwise components of the velocity at the boundary-layer
edge and the displacement thickness on the normal considered,
respectively; and ν∞ is the freestream kinematic viscosity. Then, a
file is formed, which contains (among other information) the global
Cartesian coordinates of the bases of the normals of all 2-D slices and
the corresponding distributions of theN-factors. Based on this infor-
mation, the user can determine the onsets of the LTT and turbulent
regions in each slice by applying prescribed threshold values of the
N-factor, and thus determine the LTT region.

IV. Results and Discussion

An application of the introduced approach is demonstrated in the
following by four typical aerodynamic configurations. For validation
of the developed method of LTT computations, comparisons with
data obtained for subsonic and transonic boundary layers were
performed.
Figure 7 shows the Reynolds numbers of the LTT onset Re as

functions of theMach number for all four configurations (see Sec. II)
at a zero angle of attack with the use of the threshold N factor of the
transition onset for the TSwavesNTS computed by theMack formula
[44], which with our definition of Tu takes the form

Nc � −8.43 − 2.4 ⋅ ln�Tu∕100� (2)

As the Mach number increases while the unit Reynolds number
remains constant, the LTT onset is shifted downstream for all four
configurations. These data are consistent with the theoretical predic-
tions of the influence of theMach number on the transition Reynolds
number reported in Ref. [45], where it was shown that the transition
Reynolds number in the boundary layer on a flat plate increases as the
Mach number increases from zero to one. The experimental data on

Fig. 6 N-factors of CF vortices in the instability regions: prolate sphe-

roid, Re � 7.2 × 106, φ � 10 deg, andM∞ � 0.7.

Fig. 5 N-factors of the TS waves in the instability regions: prolate

spheroid, Re � 7.2 × 106, φ � 10 deg, andM∞ � 0.7.
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the LTT position in Fig. 7 (where available) are in good agreement
with the results of the present simulations.

A. Compressible Flow at the Prolate Spheroid

The computed LTT lines for a completely 3-D flow at a prolate
spheroid [27] are compared in the following with experiments and
computations of other researchers. Depending on the freestream
conditions, the LTT on this body can be induced by either the TS
instability waves or the CF instability vortices, or both. Several test
cases fromRef. [27]were chosen:Re � 7.2 × 106,M∞ � 0.13,φ �
0 and φ � 10 deg, and Tu � 0.1–0.2%: At φ � 0, the LTT is
initiated only by the TS instability waves. For this case, the results
of the present simulations are compared with the experimental data
[27] in Fig. 8, where the laminar, transitional, and turbulent regions of
the flow on the spheroid surface at a zero angle of attack are shown.
The N factors of the transition onset (8.2) and the turbulence onset
(11.2) were selected in accordance with the corresponding experi-
mental data.Note that that the grid used to compute themain flowwas
symmetrical. However, to compute the transition position, the data
from this grid are mapped in LOTRAN 3 onto an unstructured
tetrahedral grid, which is not symmetric; hence, the constructed
2-D slices and the data on them are not completely symmetrical as
well. This explains some variations of the computed transition posi-
tions (within 1.5% of the body length) in the azimuthal direction.
The quantitative results of experiments and computations are

compared in Fig. 9 for the prolate spheroid at Re � 7.2 × 106,
M∞ � 0.13, andφ � 10 deg . The comparisons are performedwith
the experimental data obtained in the F1 wind tunnel of ONERA
[46,47] and the DLR 3 m low-speed wind tunnel in Göttingen
[26,47], as well as with the numerical data computed for this
regime by Stock [47], Krimmelbein and Krumbein [11], Krimmel-

bein et al. [48], and Krimmelbein and Radespiel [49] using the eN

method. It is seen that all data are in good agreement on the side
surface of the spheroid. On the lower surface, there are some
differences between the numerical and experimental data, which
do not exceed 9%.
A specific feature of the transition process under consideration is

an interaction of the TSwaves andCF vortices affecting the transition
position [47]. As a result, on the larger part of the side surface of the
body, the criticalN factors depend on the relative amplitudes of both
disturbances. This, however, is not an obstacle for application of the

eN method if the stability diagram for the flow, which relates TS and
CF N factors, is known. Particularly, such stability diagrams were
presented in Ref. [47] for two low-speed subsonic wind tunnels (for
which the DLR and ONERA stability diagrams hold) for a set of
different angles of attacks and Reynolds numbers based on a large
number of experimental studies. The LTT predictions obtained by

various researchers using the eN method with these diagrams, includ-
ing the present simulations, are all in good agreement.

However, there are no such diagrams for transonic flows because

of the lack of the corresponding experiments. Therefore, for the

present test conditions (Re � 7.2 × 106, M∞ � 0.13, and

φ � 10 deg), we also demonstrate the LTTpositions in the boundary

layer on the prolate spheroid computed with identical threshold

values of bothN factors computed by formula (2) for the degree of

freestream turbulence of Tu � 0.2% indicated in Ref. [27] (see

Fig. 7 Reynolds number of the LTT onset versus the Mach number for φ � 0: curves 1–5 show the results computed in the present study; and symbols
denoted 6–9 are the experimental data

Fig. 8 LTT regions on the prolate spheroid, with Re � 7.2 × 106,
M∞ � 0.13, and φ � 0: laminar (white), transitional (gray), and turbu-
lent (black) regions of the flow. ○ denote experimental data [27] on the
LTT and turbulence onsets.

b)

a)

Fig. 9 Positions of the LTT onset versus the azimuthal angle θ in the

boundary layer on the prolate spheroid, with Re � 7.2 × 106,
M∞ � 0.13, and φ � 10 deg.
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Fig. 9b). As seen, the transition to turbulence in this flow regime is

caused by the mutual influence of the TSwaves and CF vortices only

near the lower surface (35 deg ≤ θ ≤ 60 deg), whereas CF vortices

are mainly responsible for the transition on the side surface

(60 deg < θ < 160 deg). Close to the leeward surface of the prolate
spheroid, the LTT is initiated by a 3-D separation of the boundary

layer. Hence, the difference from the data computed with the use of

the stability diagram is observed in a quite narrow region

35 deg ≤ θ ≤ 60 deg, where the evolution of the TS waves was

probably affected to a large extent by nonlinear steady CF vortices

modulating the base flow [50,51]. On the remaining surface of the

prolate spheroid, the present predictions agree well with the other

results plotted in Fig. 9. It should be noted that the use of independent

N factors for the TS waves and CF vortices implicitly implies weak

interaction between these types of disturbances [52,53], which may

be considered as the initial approximation to be used in the transonic

regimes due to the lack of more detailed calibration data.

Figures 10 and 11 show the results for M∞ � 0.7 (that is, at the

lower bound of transonic regimes in aerodynamic applications;

however, no local supersonic region was observed in the present

case) and different angles of attack as projections of streamlines onto

the surface. The same threshold N factors of the transition onset for

the TS wavesNTS and the CF vorticesNCF computed by formula (2)

with a corresponding degree of freestream turbulence Tu were used.

The black solid curve illustrates a construction of the line of LTT

onset in accordance with the threshold value of theN factors com-
puted by Mack formula (2) for Tu � 1%.
In the casewith a zero angle of attack, the LTT is initiated by the TS

instability waves. In the case of a nonzero angle of attack, the LTT is
induced by the combined effect of the TS waves and CF vortices
(Figs. 10 and 11). At φ � 5 deg, the TS instability waves still
dominate despite the presence of instability regions of both transition
mechanisms. At the angle of attack of φ � 10 deg, the LTT is
induced by the TS waves only near the windward and leeward
surfaces, whereas the CF instability dominates on the remaining part
of the flow. Thus, as the angle of attack increases, the role of the CF
instability becomes constitutive for the prolate spheroid in a wide
range of flow velocities.
The computed data on the influence of the angle of attack on the

LTTonset in the boundary layer on the prolate spheroid are summa-
rized in Fig. 12 for bothMach numbers (M∞ � 0.13 and 0.7)with the
use of the same threshold N factors NTS and the NCF computed by
formula (2) with a corresponding degree of freestream turbulence Tu.
The numerical data are approximated by the solid lines; the available
experimental data [27] forM∞ � 0.13 are also shown. It is seen that
the Reynolds number of the LTTonset in the spheroid boundary layer
monotonically decreases with an increase in the angle of attack on the
upper surface, whereas the dependence on the angle of attack on the
side surfaces is nonmonotonic. It should also be noted that the curves
of the Reynolds number of the LTT onset on the spheroid for both
flow regimes are quite similar to each other.

B. Transonic Flow at the Engine Nacelle

The transonic numerical simulations of the flow at the engine
nacelle (Fig. 1d) are discussed in the following. As compared to

Fig. 10 Projections of streamlines onto the prolate spheroid surface and
LTT onset position versus the azimuthal angle θ: Re � 7.2 × 106,
M∞ � 0.7, Tu � 1% (NTS � NCF � 2.6), and φ � �5 deg.

Fig. 11 Projections of streamlines onto the prolate spheroid surface and
LTT onset position versus the azimuthal angle θ: Re � 7.2 × 106,
M∞ � 0.7, Tu � 1% (NTS � NCF � 2.6), and φ � �10 deg.

b)

a)

Fig. 12 Reynolds number of the LTT onset versus the angle of attack on
the upper surface of the prolate spheroid at a) Z � 0 and b) on the side
surface at Y � 0.
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the spheroid considered earlier in this paper, the flow at the engine

nacelle has some specific features (presence of a duct and the smaller

length in the streamwise direction). The flow at the engine nacelle for

the freestream Mach number of M∞ � 0.7 has a supersonic region,

which distinguishes this transonic regime from the subsonic flow
with an identical Reynolds number and freestream turbulence.
The LTT onset in the transonic flow at the engine nacelle

was computed for Reynolds numbers of Re � 4.2 × 106 and

Re � 10.38 × 106. For comparisons with the data obtained in the
transonic flow regime, we also computed the LTT position in the
engine nacelle boundary layer in the subsonic flow regime atM∞ �
0.3 and Re � 4.2 × 106. The comparison of the LTT positions in
Fig. 13 for different regimes at a zero angle of attack shows that the
onset of the transition in the engine nacelle boundary layer at a fixed
Reynolds number is shifted in the downstream direction as the Mach
number increases. Such dependence was also observed for the flat
plate, airfoil, and prolate spheroid. An increase of the Reynolds
number at a fixed Mach number leads to upstream shifting of the
LTT position.
Figures 14 and 15 show the projections of streamlines onto the

surface with the indicated position of LTTonset. TheN-factors were
computed by the LTT module for the boundary layer of the engine
nacelle at the angles of attack of φ � 5 and 10 deg for M∞ � 0.7,

Fig. 13 Projections of streamlines onto engine nacelle surface (φ � 0)
with indicated position of LTT onset (black curve): Re � 4.2 × 106 and
M∞ � 0.3 (filled circles);Re � 4.2 × 106 andM∞ � 0.7 (open squares);

and Re � 10.38 × 106 and M∞ � 0.7 (filled rectangles). Tu � 0.2%
(NTS � 6.5).

Fig. 14 Projections of streamlines onto the engine nacelle surface and
LTT onset position versus the azimuthal angle θ: Re � 10.38 × 106,
M∞ � 0.7, Tu � 0.2% (NTS � NCF � 6.5), and φ � �5 deg.

Fig. 15 Projections of streamlines onto the engine nacelle surface and
LTT onset position versus the azimuthal angle θ: Re � 10.38 × 106,
M∞ � 0.7, Tu � 0.2% (NTS � NCF � 6.5), and φ � �10 deg .

a)

b)

Fig. 16 Reynolds number of the LTT onset versus the angle of attack on
the upper surface of the engine nacelle at a) Z � 0 and b) on the side
surface at Y � 0.

10 Article in Advance / BOIKO ETAL.

D
ow

nl
oa

de
d 

by
 1

09
.2

52
.3

2.
17

2 
on

 J
ul

y 
20

, 2
02

1 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.J

06
01

74
 



Re � 10.38 × 106, and Tu � 0.2% (Nc � 6.58) for TS waves and
CF vortices. The resulting LTTonsets are shown in Figs. 14 and 15 as
functions of the azimuthal angle θ: The projections of streamlines
onto the surface are also shown by the gray color. At φ � 5 deg, the
dominating effect on the LTTis produced by the TS instabilitywaves.
At the angle of attack φ � 10 deg, the LTT is induced by the TS
waves only near the windward and leeward surfaces, whereas the CF
instability dominates on themajor part of the near-wall flow. Thus, as
the angle of attack increases, the role of the CF instability becomes
more and more important in the case of the engine nacelle, which is
similar to the case of the prolate spheroid.
Figure 16 shows the computed results on the influence of the angle

of attack on the LTTonset in the boundary layer of transonic flow. It is
seen that on both surfaces of the nacelle, the Reynolds numbers of the
transition onset monotonically decrease with an increase in the angle
of attack (Fig. 16a). These observations are consistent with the data
for the prolate spheroid (see Fig. 12a).
Concerning the side surface of the engine nacelle (Fig. 16b), the

dependences of the transition Reynolds number on the angle of
attack at Re � 10.38 × 106 and M∞ � 0.7 are nonmonotonic. At

Re � 4.2 × 106, the transition Reynolds number increases with the
angle of attack for bothM∞ � 0.7 andM∞ � 0.3; that is in contrast
with the results for the prolate spheroid. This can be clarified by
considering Fig. 17, which shows the LTTonset on the projections of

streamlines onto the engine nacelle surface at Re � 4.2 × 106, as
well as the angles of attack of φ � 10 deg for M∞ � 0.3 and
M∞ � 0.7, respectively. Note that in this case, the LTT is initiated

by the TS instability waves. In contrast, at Re � 10.38 × 106,
φ � 10 deg, and M∞ � 0.7 (see Fig. 15), the dominating mecha-
nism of the LTTat the side surface of the nacelle is the CF instability.
Thus, the LTTmechanism significantly affects the dependence of the
transition Reynolds number on the angle of attack, which is an
increasing curve if the TS instability mechanism dominates and a
decreasing curve if the CF instability plays the major role.

V. Conclusions

The paper describes the technology of computing 3-D transonic
laminar–turbulent flows at 3-D aerodynamic bodies with the use of
the general-purpose CFD software ANSYS Fluent with the LTT
module based on the LOTRAN 3 software package. The method of
the LTT prediction in completely non-self-similar 3-D boundary
layers was described. The LTT module was implemented as a plug-
in system added to ANSYS Fluent. To the authors’ knowledge, such
an LTT module was integrated with the general-purpose CFD soft-
ware ANSYS Fluent for the first time.
The positions of the LTT induced by the growth of the amplitudes

of the TS waves and CF vortices were numerically simulated for

strongly 3-D flows at the prolate spheroid and engine nacelle with
different Mach numbers, Reynolds numbers, and angles of attack for
low freestream turbulence. The results obtained in the present study
are found to be in good agreement with available numerical and
experimental data.
New data on the positions and dominating mechanisms of the LTT

in boundary layers of the spheroid and engine nacelle in transonic
flows were obtained. In particular, the role of two mechanisms of the
transition to turbulence (evolution of traveling TS waves and sta-
tionary CF vortices) was considered. It was demonstrated that one of
these mechanisms dominates in different regions of the flow around
the prolate spheroid and the engine nacelle aligned at an angle of
attack; the role of the CF instability becomesmore pronounced as the
angle of attack increases.
Beginning from φ � 5 deg for the prolate spheroid and from φ �

10 deg for the engine nacelle, the LTT near the windward and
leeward sides of the bodies under consideration was still caused by
the TS waves; whereas the CF instability dominates on the side
surfaces. Thus, the competition of laminar-turbulent transitionmech-
anisms significantly affects the dependence of the Reynolds number
of the transition onset on the angle of attack: as the angle grows, the
Reynolds number increases when TS waves dominate, and it
decreases when CF vortices dominate.
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