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Visualization N. Koldunov

FESOM, MPAS-o and ICON-o are new unstructured mesh models intended 
for large-scale simulations



Challenges
• How to use the variable resolution efficiently: where to 

resolve? How fine to resolve?
• How to be as numerically efficient as structured-mesh 

models? What are the bottlenecks?
• How to make diagnostics on unstructured meshes as 

convenient as on structured meshes? 



Mercator grid resolution to represent the Rossby deformation radius (R. Hallberg, OM, 2013)

Ld in the ocean varies 
in wide limits;

The pattern of observed variability
(altimetry) is very non-uniform;

Use unstructured meshes to better represent eddy variability



Unstructured meshes can be refined based on:

• Baroclinic deformation radius Ld

• Linear instability wavelength: the Phillips and Charney types of instability 

• Geometrical factors (many jets are along the continental break)

• Observed pattern of variability (as derived from altimetry)

• Desired focus on some area (similar to nesting) 



ü well tested and tuned
ü ocean part of AWI-CM1
ü participated in CMIP6
ü many regional and global applications

ü > 3x faster than FESOM 1.4
ü ALE vertical coordinate 
ü ocean part of AWI-CM2 (coupled to 

ECHAM6) and AWI-CM3 (OpenIFS)

FESOM 1.4 and FESOM 2.0



Global model setups

• A global sea ice - ocean model using an unstructured
triangular mesh: FESOM

• A global coupled model: AWI-CM =  FESOM coupled to 
a high resolution atmosphere, ECHAM6/IFS/OpenIFS

Temperature



How to select mesh resolution?

Global meshes with finer resolution in NA:
Snapshots of velocity amplitude at NA resolutions of ¼ degree, 8 km and 4 km

Simulations by O. Gurses



resolution
Refinement according 
to SSH variability
(Sein et al. 2016)

Refinement according
to the Rossby radius
and SSH variability

MPIOM “STORM” 0.1!
(von Storch et al.,
2012)

temperature bias

Sein et al., 2017

How to design a global mesh?



How to design a global mesh?

Sein et al., 2017

resolution temperature bias

Refinement according 
to SSH var.

1,3 M vertices

Refinement according
to the Rossby radius
and SSH var.

5M vertices

MPIOM “STORM” 0.1!
(von Storch et al., 2012)

5,5M wet points



HR vs LR in the North Atlantic

LR (a) and HR (b) ocean resolution 

Climate change (RCP8.5). SST  

HR/T127  HR/T63  

LR/T127  LR/T63  

Ocean surface velocity change (T63-T127). Historical simulations.

LR HR

Sein et al. 2018



What do we gain from the ocean resolution?
Example: Southern Ocean

LR shows a pool of much warmer subsurface 
waters southward of 60S than HR that is up to 1C 
warmer in the upper 500 m than observed. 
Rackow et al., 2021 (submitted)

Projections of 2m temperature (2070–2099, relative to 1990–2019)



LR MR HR

current configurations (Rackow  et al. 2019)

resolution is smoothly varied in the global
ocean according to specified functions

FESOM, flexible mesh layout
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FESOM: role of ocean resolution
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increased resolution reduces model bias!
Rackow et al., 2019

2644 T. Rackow et al.: Sensitivity of deep ocean biases to horizontal resolution

Figure 7. (a) Potential temperature [K] and (b) salinity [psu] biases with respect to PHC (PHC 3.0, updated from Steele et al., 2001) at
1000 m depth, plotted on the observational grid. A systematic decrease of the temperature and salinity biases in the North Atlantic with
increasing resolution (top to bottom) is evident.

Geosci. Model Dev., 12, 2635–2656, 2019 www.geosci-model-dev.net/12/2635/2019/
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Figure 4. Profiles of potential temperature (a) and salinity (b) in the North Atlantic Ocean for years 71–100 of the pre-industrial simulations.
Shown is the mean difference to PHC (PHC 3.0, updated from Steele et al., 2001). With the medium- and high-resolution meshes, the biases
around 1000 m depth decrease strongly for both temperature and salinity.

entrainment. Vertical profiles of regionally averaged poten-
tial temperature (Fig. 8b) and salinity (Fig. 8c) in the vicin-
ity of the Strait of Gibraltar show that REF/LR (and MR0)
generate too much Mediterranean outflow waters at 1000 m
depth, while MR and HR lack these at a depth of 1000 m.
Since the simulated model profiles envelop the observed pro-
files from PHC (at 1000 m), there is potential for much bet-
ter agreement by systematically adjusting the representation
of the local bathymetry and the width of the strait. In or-
der to simulate the correct spreading of Mediterranean wa-
ters from the Gulf of Cádiz into the North Atlantic, another
approach could be to add additional physics like the effect of
tides (Izquierdo et al., 2016), which are usually not included
in current climate models. Without tides, ocean models of-
ten simulate erroneous southwestward spreading, leading to
stronger biases when compared to climatology than in simu-
lations with active tides (Izquierdo and Mikolajewicz, 2018).

3.4.2 Surface conditions

Since there are no heat sources or sinks in the interior ocean,
the observed deep bias cannot develop in situ. Furthermore,
since there is no sizable cold (fresh) bias above 1000 m, it
cannot be entirely explained by a vertical redistribution of
heat (salt). Instead, the surface has to be a major origin of
the simulated deep ocean warming, and improvements in the
deep ocean hydrography with higher resolution should be
caused by improved surface fields.

Focusing on the SST bias in the last 30 years of the REF,
MR0, and HR pre-industrial simulations (years 71–100) in
detail (Fig. 9), systematic differences between the simula-
tions are evident (for the discussion of LR and MR, see Ap-
pendix A). The surface is consistently colder than PHC in all
simulations, which is expected, since pre-industrial (PI) runs

are compared with a climatology representing present-day
conditions. However, in the whole Labrador Sea, REF, MR0,
and HR are on the warmer side for years 71–100. When over-
laying their SST bias with simulated surface isopycnals (gray
and black contours in Fig. 9b–d), which represent the map-
ping to the deep ocean in 600–1000 m depth (see details in
the sections below), it is evident that warm SSTs over these
critical regions are systematically reduced when going to the
higher resolutions (Fig. 9b–d). Consistent with uncoupled
ocean-only results for LR and HR (Sein et al., 2016, their
Fig. 7), which show a much better simulation of the position
and separation of the Gulf Stream further south at higher res-
olutions, the coupled simulations analyzed here also show
a successively reduced meridional warm/cold bias pattern
along the east coast of North America.

Despite these clear improvements over the deep convec-
tion sites and over the Gulf Stream region, the cold tem-
perature spot in the Northwest Corner is a persistent bias
and is visible even better in the medium- and high-resolution
coupled simulations, since the surrounding warm biases are
much reduced. Note that also uncoupled ocean-only models
still struggle to properly simulate the Northwest Corner of
the North Atlantic (Sein et al., 2017), and presumably much
higher resolution along with a more detailed representation
of the bathymetry is needed for the Gulf Stream to reach this
area. Although the Gulf Stream and its extension could im-
pact the location of the outcropping regions, the strong cold
temperature spot (hatched in Fig. 9b–d) is, however, not in
direct contact with the deep ocean around 600–1000 m depth
via outcropping isopycnals (as diagnosed from 30-year an-
nual means). Despite possible seasonal excursions, we there-
fore do not expect a major impact on the analysis of the
present study, which is focused on the deep ocean.

www.geosci-model-dev.net/12/2635/2019/ Geosci. Model Dev., 12, 2635–2656, 2019



Agulhas Current and Leakage: 
FESOM vs traditional nesting

Biastoch et al. 2018

FESOM
(MR 0.8 M 2D vertices)

28M 3D vertices

NEMO/AGRIF
25M wet 3D cells
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SSH variabilityAVISO

FESOM

NEMO

Agulhas Current and Leakage: 
FESOM vs traditional nesting

Biastoch et al. 2018



Eddy resolving in the Fram Strait

Wekerle et al., 2017
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Wekerle et al. 2017, JGR

Featured applications
Global model with Arctic focus

4.5km 1 km



Eddy resolving in the Fram Strait

Wekerle et al., 2017



ROSSBY 4.2 resolution: max(Ro/4,2km)

km

23M surface 
vertices (46M 
triangles)
80 vertical
levels



100 m ocean velocity from ROSSBY4.2

FESOM2 throughput: 1 SYPD on 400 nodes. Scalable up to 2000 nodes (72000 cores) 
with 4 SYPD



A snapshot of 
log10(|u|) @100 m
in 1 km Arctic in 
FESOM2
Mesh with 
11M surface vertices 
(N. Koldunov)



WANG ET AL.: ARCTIC OCEAN EDDY ENERGETICS X - 3

(a) (b)

Figure S2. Eddy kinetic energy (EKE) at 150 m depth

in the simulations with (a) 4 km and (b) 1 km resolution.

In this figure, EKE is calculated using annual mean to-

tal kinetic energy and velocity as done by Regan et al.

(2020), instead of using monthly mean values as in our

paper (in all other figures). Therefore, this EKE also

includes the components due to mean flow seasonal vari-

ability, and on average is about twice that calculated us-

ing monthly mean values. The so-calculated EKE on the

4 km mesh (a) is very similar to that obtained by Regan

et al. (2020), who used 3-4 km resolution. Note that a

log10 scale is applied to the colorbar.

X - 2 WANG ET AL.: ARCTIC OCEAN EDDY ENERGETICS

Figure S1. The resolution of the two meshes used in

this study. The model is global and the resolution in

the Arctic Ocean is increased to 4km (Exp4km) and 1km

(Exp1km) in the two setups, respectively. The resolution

is defined as the length of triangle edges.

EKE in the Arctic Ocean

EKE on 4 km (left) and 1 km (right) meshes 

Wang et al. 2020 



in the interior of the Amerasian Basin is weaker than in the interior of the Eurasian Basin, except for the
central Beaufort Gyre.

Analysis of our model results shows that the mean conversion from eddy available potential energy to EKE
through baroclinic instability is typically much higher than that frommean kinetic energy within the Arctic
Ocean (not shown). Observations in a few limited regions have suggested the same (Pickart et al., 2005;
Pnyushkov et al., 2018; Spall et al., 2008; Timmermans et al., 2008; Woodgate et al., 2001). Figure 3c shows

the baroclinic conversionBCC¼w′b′ (Harrison &Robinson, 1978) integrated over the upper 200 m, wherew

Figure 1. Snapshots of relative vorticity in the two simulations. (a) Beaufort Sea at 100‐m depth in the 1‐km resolution simulation. (b) The same as (a), but in the
4‐km resolution simulation. (c) A region north of Severnaya Zemlya (SZ) and (d) a region north of Laptev Sea (LS) at 500‐m depth in the 1‐km simulation.
(e, f) The same as (c, d), but in the 4‐km simulation. In (a), the black box indicates the Alaskan region (AL) analyzed in the paper, and the regions
shown in (c) and (d) correspond to the two regions in the Eurasian Basin analyzed in the paper. These regions are indicated by black boxes
in the bottom panel, which shows the Arctic bathymetry from IBCAO (Jakobsson et al., 2012).

10.1029/2020GL088550Geophysical Research Letters
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Relative vorticity in runs on 1 km and 4 km meshes

Resolution much finer than Ld (about 8-10 km) is needed in the Arctic Ocean        (Wang et al. 2020)

FESOM2  1 km Arctic setup



Ice thickness, 
snapshot, mEVP solver

FESOM2 1 km Arctic simulations



FESOM2 throughput
(4 times faster then FESOM):

2km resolution with 23M
surface nodes up to 4 y/day

4km resolution with 5M
surface nodes up to 12 y/day   

23

ROSSBY4.2
XR

HR

LR

More details in:
JAMES: 
Koldunov et al. 2019; Sein et al., 2016, 
2017, 2018; Sidorenko et al., 2018, 
2019 (submitted)
GMD:
Rackow et al., 2019;  Scholz et al. 2019



COREII fArc STORM
Meshes used for scalability study

Scaling and performance



0.6Mio (fArc) surface vertices:  scaling
DKRZ Hamburg – Mistral JSC Jülich – JUWELS

Koldunov et al., 2019, GMD



5.5Mio (STORM) surface vertices:  scaling
DKRZ Hamburg – Mistral JSC Jülich – JUWELS

Koldunov et al., 2019, GMD



FESOM2 throughput

0.6Mio (fArc) 5.5Mio (STORM) 

Koldunov et al., 2019, GMD



Conclusions

Unstructured-mesh ocean models are mature enough to be used in practice.
They are nearly as numerically efficient as structured-mesh models.

Variable resolution on meshes with global focus is helpful in ocean modeling, 
but optimalchoice is still a subject of research.

They can be used as an alternative of nesting or regional setups without the need 
of open boundaries 


