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Abstract

Tensor-Train neural network(TT-NN) is a class of network where inputs, weights and biases are in the form of TT-format. This study employs methods such as functional
analysis and constructive techniques to mathematically analyze the approximation properties of one type of TT-NN. Numerical simulations are conducted to verify the

equivalence between traditional TT-NN and normal neural network.

Introduction

TT-NN has become a substitute of the traditional neural network (such as RNN) in
academic field. As it owns the properties of low-rank representation and approx-
imation to functions, TT-NN can significantly enhance computational efficiency.
However, theoretical research on TT-NN remains limited and it still lacks sufficient
interpretability.

This poster provides a mathematical analysis for full TT-NN. | have tried to con-
struct a full TT-NN to approximate a function model and give a qualitative proof
of the universal approximation theory. This work provides some theoretical foun-
dations for future research on TT-NN.

Mathematical Analysis

-NN is a class of network where inputs, weights and biases are in the form of
[ T-format. | focus on fully connected neural network with Relu activation function
as the basic structure of neural network. The poster provides the exploration on
2 types of TT-NN, which | name as traditional TT-NN and full TT-NN.

Mathematical Representation of Traditional TT-NN

Y = W]l\fatTT0-<W]l\J_CL1tTTO-<. e O-(W]batTT:EUQCTT + b}WatTT)) + bgjgclTT) + bﬁJGCTT (1)

Mathematical Representation of Full TT-NN

y = Wip e orr(Wig' @ orp(- - orp(Wip @ mpr + byp)) + ) + b (2)

where zyec,p Wi, and bl are the TT-format input, weight of the Ith layer
and bias of the [th layer, which are expressed as a vector, matrix and matrix. o(-)
is the activation function.

where z77, Wi and bl are the TT-format input, weight of the /th layer and bias
of the (th layer, which are expressed as a TT-format tensor, TT-format tensor and
TT-format tensor. o (- ) is the activation function with TT-format connection. e is

the product of TT-format operation.

Equivalence between Traditional TT-NN and Neural Network

Traditional TT-NN is equivalent to normal neural network with the same struc-
ture. | designed a special network for denoising task to verify the equivalence
between the traditional TT-NN and normal neural network.
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Denoising Results:

Denoising of layered model with HN-Net and HN-Net(Traditional TT-NN) Denoising of Marousi model with HN-Net and HN-Net({Traditional TT-NN)

The numerical results show that the error of 2 networks is almost zero, which
proves the equivalence between traditional TT-NN and normal NN.

Approximation Theorem of Full TT-NN

For proving the universal approximation of neural networks, one usually carry out
two steps: descomposition and construction.

Step 1: The first is to show that function model has a decomposition in terms of
fundamental building blocks.

Step 2: The second is to show that each of the building blocks can be approximated
by deep networks.

Proof Outline

Theorem: Suppose a function f(x1, x5, Zyn,-n,) IS defined on a compact
set and can be approximated by a fully connected neural network with RelLU
activation: y = Wlo(W! o (-- - o(W'z 4+ b') + b'"1) )+ b’ and the function can
also be approximated by a full TT-NN with a single layer.

Proof: With width or depth increasing,
1f(x) — We(W ™ o(--o(Wa + 01 +071))) =b|| = 0 (3)

||| is normal of the function. Multi-layer Fully connected ReLU neural network
can be expanded as a single-layer Relu neural network.

Z kia(aim + -+ afh,.,ndxnl...nd + bi) (4)
i

w is width of network. a;'- and k; is coefficient of expansion. ¥ is bias.
i < 2! means the number of hyperplanes is at most 2“. z1,--- , 2, ..,, and
ai, -+ 0y .., Can be seen as d dimension tensors.
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Through TT-decomposition, function (4) canbe expressed as:
Y kio(O Wi X1,01) (> Wo® X, bo)-+- (> Wy® Xy, b)) (5)

® is Kronecker product. Compared with the TT-format function (2):
orr(Wrp e xpp +bpp) = o(D_ Wi @ Xq,b1) - 0(>_ Wy ® Xy, bg)  (6)
1 Nq

Infact, > W ® X,b) =c(> W ® X + M,b) — (M,0), which means one can
choose a matrix M of which every entry is bigger than the entryof — > W ® X.
Then one construct a single-layered full TT-NN with an outer activation, which
proves the theorem.

Research Direction on Deep TT-NN

In the field of NN applications, deep neural networks offer more advantages
over shallow ones. Consequently, | have delved into the exploration of deep TT-
NN.

1. Direct Construction Direction

From the perspective of module composition
For example, shallow ReLU fully connected neural networks are piecewise linear
continuous functions, and deep networks retain this characteristic.

From the perspective of tensor-train operations,
For example, continuous function can be approximated by linear composition
of Fourier functions. Is there a TT-operation-composition of specific functions?

2. Spectral Analysis Direction
First, transform the input into TT-format and the function is transformed into
the following format:

flay, e Tpngemy) = fl2], @, 2], @y xl, - a,) (7)
Second, take (z},-- - z,, ) as Xy, take (a7, - - - 27, ) as Xy, - - - take (zf, - - - 2f, )
as X ,. Then the function is transformed into:

f('rlpx?"' 7$n1n2---nd) — f(X17X2°°° 7Xd> (8)

Third, apply spectral decomposition theory and one can transform function
f(Xl, X2 s ,Xd> into:

F(X1, X Xg) =D (X, r) Y folr, Xoyra) oo Y foramy, Xa) (9)
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