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Mesh scheme for a phase transition problem
with time-fractional derivative

A. Lapin∗†

Abstract — The time-fractional phase transition problem, formulated in enthalpy form, is studied.
This nonlinear problem with an unknown moving boundary includes, as an example, a mathematical
model of one-phase Stefan problem with the latent heat accumulation memory. The posed problem
is approximated by the backward Euler mesh scheme. The unique solvability of the mesh scheme is
proved and a priori estimates for the solution are obtained. The properties of the mesh problem are
studied, in particular, an estimate of movement rate for the mesh phase transition boundary is estab-
lished. The proved estimate make it possible to localize the phase transition boundary and split the
mesh scheme into the sum of a nonlinear problem of small algebraic dimension and a larger linear
problem. This information can be used for further construction of efficient algorithms for implement-
ing the mesh scheme. Several algorithms for implementing mesh scheme are briefly discussed.

Keywords: Phase transition problem, time-fractional derivative, finite difference scheme, a priori es-
timates, domain decomposition, iterative solution method
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1. Introduction
Nonlinear problems with a moving boundary are one of the most important areas
in partial differential equations. Boundary value problems of this type describe the
process of a solid–liquid phase transition (problems of the Stefan type), transport of
dissolved substances, molecular diffusion, and other phenomena.

The classical one-phase Stefan problem establishes that the temperature u is
described by the heat equation and the movement of phase transition boundary x =
s(t) is characterized by the Stefan condition:

ρc
∂u
∂ t

(x, t) = k
∂ 2u
∂x2 (x, t), 0 < x < s(t), t > 0

ρL
ds
dt

=−k
∂u
∂x

(s(t)−, t), t > 0.
(1.1)
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The constant parameters ρ,k,c, and L represent the material density, the thermal
conductivity, the specific heat, and the latent heat in the liquid phase.

It has been experimentally noted that in many systems thermal conductivity
does not obey the Fourier law underlying the classical model. Recently, fractional
derivatives have been used to model such problems. Various mathematical models
with fractional Caputo or Riemann–Liouville derivatives of order α ∈ (0,1) have
been proposed (see [5, 4]), and their analytical solutions have been constructed. For
example, a fractional-order problem with a time-fractional Caputo derivative Dα

t
was formulated as follows:

ρcDα
t u(x, t) = k

∂ 2u
∂x2 (x, t), 0 < x < s(t), t > 0

ρLDα
t s =−k

∂u
∂x

(s(t)−, t), t > 0
(1.2)

where

Dα
t v(t) =

1
Γ(1−α)

∫ t

0
(t− z)−α ∂v

∂ z
(z)dz

is Caputo derivative, Γ(x) is gamma-function.
The problems (1.1) and (1.2) are so-called sharp interface models of classical

and time-fractional one-phase Stefan problems, respectively. Within the framework
of these models, the enthalpy (the sum of latent and sensible heat) at any point in
the domain is determined by the expression

H(x, t) = {ρcu if x > c; ρcu+L if x 6 s}.

To correctly reflect the physical properties of a material, the diffusion interface
model is used, which contains a ‘regularized’ enthalpy function Hε(x, t). The dif-
fusion interface model for fractional problem is formulated in a fixed domain
(0,X)× (0,T ]:

Dα
t Hε =

∂ 2T
∂x2 , 0 < x < X , t > 0. (1.3)

Function Hε(x, t) is continuous and tends to H(x, t) at ε→ 0. Note that in the case of
the classical Stefan problem, the solutions of the diffusion interface model converge
to the solutions of the sharp interface model when ε → 0, but this is generally not
true for the fractional diffusion model (1.3) and sharp model (1.2). A review of time-
fractional Stefan problems, which were considered for modelling anomalous phase
transitions, is given in [4].

The numerical solution of time-fractional one-phase and two-phase Stefan prob-
lems is the subject of [1] and [2], respectively. In these researches, the one-dimension-
al problems in sharp interface formulations are solved by the front tracking method.

In the present article, we use a problem statement containing a multivalued en-
thalpy function H, although all results can be easily adapted to the case of a regu-
larized function. It should also be noted that the mesh approximations of H and Hε

practically coincide when ε is much smaller than the mesh steps.
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We consider a two-dimensional nonlinear problem containing the Laplace op-
erator in space variables and an integro-differential operator in time. This problem
includes the enthalpy formulation of the one-phase Stefan problem with fractional
time derivative. The posed nonlinear problem with unknown moving (phase trans-
ition) boundary is approximated by backward Euler mesh scheme. The unique solv-
ability of the mesh problem is proved and a priori estimates for the solutions are
obtained. An estimate of movement rate for the mesh phase transition boundary is
given. Thanks to this estimate, at each computational time layer, it is possible to
single out a ‘narrow’ strip from the mesh domain containing an unknown moving
boundary, i.e. actually containing a nonlinear term of the problem. This allows us
to split the finite difference scheme into a non-linear problem of small algebraic
dimension and a larger linear problem with further use of domain decomposition
methods for the numerical implementation of the finite difference scheme. The res-
ults on the estimation of of movement rate for the mesh phase transition boundary
are largely based on and develop the results of the papers [6, 7, 8], in particular, [6],
where the finite-difference approximation of the classical one-phase Stefan problem
with integer time derivative was studied.

2. Formulation of the problem

Define a first-order fractional derivative of an absolutely continuous function y(t) :
(0,T )→ R in such a way

Dty(t) =
∫ t

0
G(t− s)

∂y
∂ s

(s) ds (2.1)

G(t) :(0,+∞)→ R+ is continuous,
∫

τ

0
G(t) dt < ∞ ∀τ > 0

G(t) decreases and strictly decreases at the point t = 0.
(2.2)

Examples of derivatives that satisfy the above conditions are, for example, the
classical and generalized Caputo derivatives, the multiterm derivative, the Caputo–
Fabrizio derivative, etc.

Next, define the multivalued function

H(t) =
{

0 for t < 0; [0,L] for t = 0; t +L for t > 0
}

(2.3)

that is used to determine the enthalpy function in a one-phase Stefan-type problem.
Let Ω = (0,1)× (0,1) with the boundary ∂Ω = ∑

3
i=1 Γi, where Γ1 = {x ∈ ∂Ω :

x1 = 0} and Γ3 = {x ∈ ∂Ω : x1 = 1}, and let n̄ be the outward normal vector to the
boundary, ∆ means Laplace operator.
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Consider the following differential problem:

Dtξ −∆u = 0, ξ ∈ H(u), (x, t) ∈Ω× (0,T ]

u = ϑ(x2)> 0, (x, t) ∈ Γ1× (0,T ]

u = 0, (x, t) ∈ Γ3× (0,T ]

∂u
∂n

= 0, (x, t) ∈ Γ2× (0,T ]

ξ = 0, (x, t) ∈Ω×{t = 0}.

(2.4)

The formulated problem can be interpreted as a mathematical model correspond-
ing to the process of melting a substance with a solid initial state, phase transition
temperature u = 0 and initial value of the enthalpy function H(u) = 0. A positive
temperature ϑ(x2) is specified on a part Γ1 of the boundary, there are no internal
heat sources, and the thermal insulation conditions are satisfied at the boundary Γ2.
If instead of the fractional derivative Dt in the differential equation we put an integer
derivative ∂ξ/∂ t , then we get the enthalpy formulation of the classical one-phase
Stefan problem.

We do not discuss the question of the existence of a solution to problem (2.4),
which seems to be an open problem, paying attention only to the construction of
its mesh approximation, the study of the properties of this discrete problem and
approaches to its numerical implementation.

3. Mesh scheme and properties of its solution
We approximate problem (2.4) by an implicit (backward Euler) finite difference
scheme on a uniform mesh.

To approximate the time-fractional derivative, the well-known L1-approximation
is used. Namely, a function y(t) : [0,T ]→ R is replaced by the continuous and
piecewise linear function with nodal values yk = y(tk) at tk ∈ ωτ = {tk = kτ,k =
0,1, . . . ,Nt}, whence

Dty(tk)≈ ∂t ȳk =
k

∑
j=1

dk+1− j(y j− y j−1) = d1yk +
k−1

∑
j=1

(d j+1−d j)yk− j−dky0 (3.1)

with ȳk = (y0,y1, . . . ,yk) and the coefficients

d j = d j(τ) =
1
τ

∫ tk− j+1

tk− j

G(tk− s) ds =
1
τ

∫ jτ

( j−1)τ
G(s) ds.

The properties (2.2) imply the inequalities

d1 > d2 > d3 > · · ·> dNt > 0. (3.2)
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It should be noted that in the case of approximation of the classical derivative ∂y/∂ t,
the coefficients equal d1 = 1/τ and d2 = · · ·= dNt = 0, while in the case of Caputo
derivative Dα

t y(t) the coefficients are

d j =
1

ταΓ(2−α)

(
j1−α − ( j−1)1−α

)
so, d1 > d2 > · · ·> dNt .

To approximate the elliptic part of the problem we construct on Ω̄ = Ω∪Γ a
uniform mesh ω̄ with step h > 0. Let ω = ω̄ ∩Ω be the set of the internal mesh
points, and the mesh boundary ∂ω ∩Γ consists of three parts:

γ1 = ∂ω ∩{x1 = 0}, γ3 = ∂ω ∩{x1 = 1}, γ2 = ∂ω \ (γ1∪ γ3).

We introduce the difference quotients ∂iu(x) = h−1(u(x+eih)−u(x)
)

and ∂̄iu(x) =
h−1
(
u(x)−u(x−eih)

)
, where e1 = (1,0), e2 = (0,1). For the points x ∈ ω ∪ γ2 and

mesh functions u(x) vanishing at the points x ∈ γ1 ∪ γ3 we define finite difference
expression

Au(x) =



−∂1∂̄1u(x)−∂2∂̄2u(x), x ∈ ω

−∂1∂̄1u(x)− 2
h

∂2u(x), x ∈ γ2∩{x2 = 0}

−∂1∂̄1u(x)+
2
h

∂̄2u(x), x ∈ γ2∩{x2 = 1}.

Let also f (x) = h−2ϑ(x−he1) at the mesh points x, adjacent to γ1 in the sense that
x−he1 ∈ γ1, and f (x) = 0 at all other mesh points.

Let us assign a one-to-one correspondence to the mesh function defined at the
nodes ω ∪ γ2 with the vector of its nodal values. We denote by n the dimension of
the corresponding vector space and use the same notation for mesh functions and
vectors from Rn of their nodal values, as well as for linear mesh operators and n×n
matrices.

In accordance with this convention, we can write a finite difference scheme that
approximates the (2.4) problem as the following nonlinear problem in Rn: Given
vector ξ 0 = 0, for k = 1,2, . . .Nt find (uk,ξ k) ∈ Rn×Rn such that

∂t ξ̄
k +Auk = f , ξ

k ∈ H(uk). (3.3)

Before examing the mesh scheme (3.3) we present some auxiliary results.
Define the norms ‖u‖∞ = max16i6n |ui|, ‖u‖1 = ∑

n
i=1 |ui| on the space Rn. We use

the notation u� v for the vectors u and v, when ui 6 vi for all i. Let also f+ be
the vectors with positive parts of the coordinates of vector f . We call an operator
B a diagonal maximal monotone operator if Bu = diag(b1(u1),b2(u2), . . . ,bn(un))
and each bi(ui) is maximal monotone (multivalued) operator in R1 (on the theory of
maximal monotone operators, see, e.g., [3], Chap. II).

In what follows, we will make essential use of the following lemmas.
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Lemma 3.1. Let C be an n×n M-matrix and B : Rn→ Rn be a diagonal max-
imal monotone operator, i.e., Bu = diag(b1(u1),b2(u2), . . . ,bn(un) and bi(ui) is a
maximal monotone in R1.

Then for any f ∈ Rn there exists a unique solution of the equation (inclusion)

Cu+Bu 3 f . (3.4)

If u1 and u2 are the solutions of equation (3.4) with the right-hand sides f1 and f2,
then

u1−u2�C−1( f1− f2)
+. (3.5)

The proof of the formulated results follows from Theorem 6.1 in [9].

Lemma 3.2. Let C ∈ Rn×n be a diagonally dominant in columns M-matrix and
ψi(t), i = 1,2, . . . ,n, be non-decreasing Lipschitz functions.

Then problem
ξ +Cu = f , ui = ψi(ξi) (3.6)

has a unique solution ξ ∈ Rn for all f ∈ Rn.
If ξ1 and ξ2 are the solutions of (3.6) with right-hand sides f1 and f2, respect-

ively, then
‖ξ1−ξ2‖1 6 ‖ f1− f2‖1. (3.7)

Proof. The inverse to ψi functions ψ
−1
i are maximal monotone in R1 due to the

properties of ψi. Define a diagonal maximal monotone operator

Bu = diag(ψ−1
1 (u1),ψ

−1
2 (u2), . . . ,ψ

−1
n (un)).

Then equation (3.6) can be written in the equivalent form of inclusion Cu+Bu 3 f .
Applying Lemma 3.1 proves the existence of a unique solution u of this inclusion,
and ξ = f −Cu is the unique solution of (3.6).

Let us take the right-hand sides in (3.6) such that f1� f2. By virtue of Lemma 3.1
and the connection between the problems (3.6) and (3.4) noted above, the inequality
ξ1� ξ2 holds. Define the vector ∇u = ∇u(ξ1,ξ2) with coordinates

∇ui =


ψi(ξ1i)−ψi(ξ2i)

ξ1i−ξ2i
, if ξ1i 6= ξ2i

0, otherwise

and the diagonal matrix D� 0 with elements dii = ∇ui > 0. The vector ξ1− ξ2
satisfies the equation

ξ1−ξ2 +AD(ξ1−ξ2) = f1− f2.



Mesh approximation of time-fractional phase-transition problem 7

Let us denote the elements of the matrix A as ai j , then the elements ci j of I +AD
equal

cii = 1+aii∇ui, c ji = a ji∇ui, where aii > 0, a ji 6 0, aii+∑
j 6=i

a ji > 0. (3.8)

The properties (3.8) provide the inequality ‖(I+AD)−T‖∞ 6 1. Indeed, let us denote
by x the solution of the equation (I + AD)T x = y with ‖y‖∞ = 1 and prove that
‖x‖∞ 6 1. Let |xi|= max j |x j|, then

1 > |yi|> (1+aii∇ui)
∣∣xi
∣∣−∑

j 6=i

∣∣a ji∇ui
∣∣ · ∣∣x j

∣∣> (1+aii∇ui +∑
j 6=i

a ji ∇ui

)∣∣xi
∣∣> |xi|.

Now, by duality of the norms ‖ · ‖∞ and ‖ · ‖1, the inequality ‖(I +AD)−T‖∞ 6 1
implies ‖(I +AD)−1‖1 6 1. Therefore,

‖ξ1−ξ2‖1 6 ‖ f1− f2‖1 in case of f1� f2.

Let now f1 and f2 be arbitrary vectors. Define the vector f with the coordinates
fi = max{ f1i, f2i} and let ξ be the solution of (3.6) with this right-hand side. Since
f � f1 and f � f2, it is proved that

‖ξ −ξ1‖1 6 ‖ f − f1‖1, ‖ξ −ξ2‖1 6 ‖ f − f2‖1

so, |ξ1−ξ2‖1 6 ‖ f − f1‖1+‖ f − f2‖1 = ∑
n
i=1( fi− f1i+ fi− f2i). But fi− f1i+ fi−

f2i = | f 1
i − f 2

i |, and inequality (3.7) is proved.

Let us return to the consideration of problem (3.3). Using the definition of ∂t ξ̄
k

we can rewrite the finite difference scheme (3.3) in the form of the following system:
Given ξ 0 = 0, for k = 1,2, . . .Nt find (uk,ξ k) such that

d1ξ
k +Auk =

k−1

∑
j=1

(d j+1−d j)ξ
k− j + f , ξ

k ∈ H(uk). (3.9)

By construction, matrix A and operator H satisfy the following properties:

A is symmetric diagonally dominant M-matrix
with positive diagonal and nonpositive off-diagonal elements; (3.10)

H is a maximal monotone and diagonal operator. (3.11)

Theorem 3.1. Mesh scheme (3.3) has a unique solution or, equivalently, system
(3.9) has a unique solution (uk,ξ k) for any k = 1,2, . . .Nt .

Let (uk
1,ξ

k
1 ) and (uk

2,ξ
k
2 ) be the non-negative solutions to problem (3.9) with the

right-hand sides f k
1 and f k

2 . Then for all k > 1

‖ξ k
1 −ξ

k
2‖1 6 d−1

1

k

∑
i=1
‖ f i

1− f i
2‖1, ‖uk

1−uk
2‖1 6 d−1

1

k

∑
i=1
‖ f i

1− f i
2‖1. (3.12)
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Proof. The unique solvability of (3.9) follows from the properties (3.10), (3.11)
of the matrix A and the operator H, as well as from Lemma 3.1.

Now, let us prove the a priori estimates (3.12). In case of the non-negative solu-
tions the function H(t) in the formulation of problem (3.9) can be formally replaced
with the function

H̃(t) = {(−∞,L] if t = 0; t +L if t > 0}.

The inverse of H̃ is the non-decreasing and Lipschitz function ψ(t). So, (uk
1,ξ

k
1 ) and

(uk
2,ξ

k
2 ) are the solutions of the problem

ξ
k +d−1

1 Auk = d−1
1

k−1

∑
j=1

(d j−d j+1)ξ
k− j +d−1

1 f k, uk
i = ψ(ξ k

i ) (3.13)

with right-hand sides f k = f k
1 and f k = f k

2 . The matrix d−1
1 A and the function ψ(t)

satisfy the assumptions of Lemma 3.2, and we can apply the estimate (3.7). For
k = 1 we immediately obtain

‖ξ 1
1 −ξ

1
2 ‖1 6 d−1

1 ‖ f 1
1 − f 1

2 ‖1 = F1.

Let now the inequality

‖ξ j
1 −ξ

j
2‖1 6 d−1

1

j

∑
i=1
‖ f i

1− f i
2‖1 =

j

∑
i=1

F i

is proved for all j 6 k−1 and prove it for k. Using the assumption of induction and
the properties (3.2) of the coefficients d j, we get

‖ξ k
1 −ξ

k
2‖1 6 d−1

1

k−1

∑
j=1

(d j−d j+1)‖ξ k− j
1 −ξ

k− j
2 ‖1 +d−1

1 ‖ f k
1 − f k

2‖1

6 d−1
k

k−1

∑
j=1

k− j

∑
i=1

(d j−d j+1)F i +Fk = d−1
k

k−1

∑
i=1

F i
k−i

∑
j=1

(d j−d j+1)+Fk 6
k

∑
i=1

F i.

Thus, the first estimate (3.12) is proved. It remains to use the Lipschitz continuity
of ψ(t) with constant 1 to derive from this estimate an estimate for ‖uk

1−uk
2‖1.

Remark 3.1. Introduce the mesh norms

‖y‖L1(ωτ ;L1(ω̄)) =
Nt

∑
k=1

τ‖yk‖1, ‖y‖L∞(ωτ ;L1(ω̄)) = max
16k6Nt

‖yk‖1.

Then the estimates (3.12) can be written as follows:

‖ξ1−ξ2‖L∞(ωτ ;L1(ω̄)) 6 (d1τ)−1‖ f1− f2‖L1(ωτ ;L1(ω̄))
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‖u1−u2‖L∞(ωτ ;L1(ω̄)) 6 (d1τ)−1‖ f1− f2‖L1(ωτ ;L1(ω̄)).

In case of problem with integer time derivative the constant in these estimates
equals (d1τ)−1 = 1, while in case of problem with Caputo time derivative of order
α ∈ (0,1) it is (d1τ)−1 = constτα−1. This is the usual deterioration of the stability
estimate as the order α decreases.

4. Estimate of the movement rate of the mesh phase transition
boundary

Lemma 4.1. The following inequalities take place:

uk� uk−1� 0, ξ
k� ξ

k−1� 0 ∀k > 1. (4.1)

Proof. We prove the statement by induction. Since for k = 1 equation (3.9)
becomes d1ξ 1+Au1 = f � 0 and the pair (0,0) is the solution of the equation d1ξ +
Au = 0, then u1� 0 by (3.5) and ξ 1� 0 by its definition. Suppose the inequalities
(4.1) are true for all j 6 k−1, k > 1, and prove them for k. From (3.9) we have

d1H(uk)+Auk 3Φ
k =

k−1

∑
j=1

(d j−d j+1)ξ
k− j + f

where d j−d j+1 > 0 by (3.2) and ξ k− j� 0 by the induction hypothesis. Then Φk�
Φk−1 whence the inequality uk� uk−1 due to (3.5).

It remains to prove inequality ξ k � ξ k−1, which we will do using the contra-
diction method. Let there exists i such that ξ k

i −ξ
k−1
i < 0. Since uk

i > uk−1
i > 0 and

the function H(t) is strictly increasing for t > 0, then the inequality ξ k
i − ξ

k−1
i < 0

can take place only at the point t = 0 of its multivaluedness, whence, uk
i = uk−1

i = 0.
Then A(uk − uk−1)i 6 0 due to the properties of the matrix A, and together with
the inequalities d1(ξ

k− ξ k−1)i < 0, Φk
i −Φ

k−1
i > 0 this contradicts to the equality

d1(ξ
k−ξ

k−1)i +A(uk−uk−1)i = Φ
k
i −Φ

k−1
i .

Define the mesh neighbourhood of the point x∗ ∈ ω̄ as the set η(x∗) = {x ∈ ω̄ :
x = x∗±eih}. A set D⊂ ω̄ is called connected if for any two points x′,x′′ ∈D there
exists a sequence of the mesh nodes xi ∈ D such that

x′ ∈ η(x1), x1 ∈ η(x2), . . . ,xn ∈ η(x′′)

and ∂D = {x ∈ ω̄ \D : η(x)∩D 6=∅} is the boundary of the set D⊆ ω ∪ γ2.
The properties of A imply the validity of the maximum principle: if D⊂ ω ∪ γ2

is a connected mesh set with the boundary ∂D and internal nodes intD, then

Au(x)6 0 ∀x ∈ D ⇒ max
x∈D

u(x)6 max
x∈∂D

u(x) (4.2)

Au(x)> 0 ∀x ∈ D ⇒ min
x∈D

u(x)> min
x∈∂D

u(x). (4.3)
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Let (uk,ξ k) be the solution of problem (3.9) at the time layer tk. Define the sets
ω0(tk) = {x ∈ ω ∪ γ2 : uk = 0} and ω+(tk) = {x ∈ ω ∪ γ2 : uk > 0}, and let S(tk) =
{x ∈ ω0(tk) : η(x)∩ω+(tk) 6= ∅} be the mesh boundary of the phase transition at
a time tk (mesh ‘curve’, separating ω0(tk) and ω+(tk).) Since ω+(0) = ∅, we can
assume that S(t0) coincides with γ1 at time t = 0.

The main result of this paragraph is given by the following theorem:

Theorem 4.1. For the mesh problem (3.9) we have:

1. The sets ω0(tk) and ω+(tk) are connected and

ω+(tk−1)⊆ ω+(tk). (4.4)

2. The distance between S(tk−1) and S(tk) is estimated as

ρ(x,S(tk−1))6 max{Cd−1
1 ,h} ∀x ∈ S(tk) (4.5)

where the constant C is determined by an explicit formula through the input
data of the problem.

Proof. 1. The set-theoretic inclusion (4.4) follows from the inequalities (4.1).

Next we prove that for all k the mesh function ξ k = 0 at the internal points
of ω0(tk). First, let k = 1. The right side f (x) is positive at the nodes of γ

+
1

adjacent to the boundary γ1, whence these points lie in ω+(t1). Let x∗ is an
internal point of ω0(t1), then η(x∗)∩ γ

+
1 = ∅. At the point x∗, the right side

f (x∗) = 0, ξ 0(x∗) = 0 and Au1(x∗) = 0 since the stencil of the mesh operator
A coincides with η(x∗). As a consequence,

d1ξ
1
i (x
∗)+Au1(x∗)− f (x∗) = d1ξ

1
i (x
∗) = 0 ⇒ ξ

1
i (x
∗) = 0.

Further we proceed by induction. For k > 1 let x∗ is an internal point of ω0(tk),
then

d1ξ
k(x∗)−

k−1

∑
j=1

(d j−d j+1)ξ
k− j(x∗)+Auk(x∗)− f (x∗) = 0.

But Auk(x∗) = f (x∗) = 0, and for all i < k the inclusion ω+(ti) ⊆ ω+(tk)
is true, whence ξ i(x∗) = 0. Therefore, ξ k(x∗) = 0 by virtue of the previous
equality.

Suppose that the set ω0(tk) is disconnected, so there exists its subset D lying
inside ω+(tk). Then by the previous results it follows that ξ i(x) = 0 for all
i 6 k at the points of D. In addition f (x) = 0 because the points of D do not
belong to γ

+
1 . Thus, Auk(x) = 0 at all x ∈D and uk(x)> 0 at all points of ∂D.

This contradicts (4.3).
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Suppose now that the set ω+(tk) is disconnected, so there exists its subset D
lying inside ω0(tk). Due to (4.1) ξ k� ξ i for all i < k, so,

Auk(x) =−d1ξ
k(x)+

k−1

∑
j=1

(d j−d j+1)ξ
k− j(x)6 0

at all points x ∈ D and uk(x) = 0 on ∂D. This contradicts (4.2).
Thus, we have proved that the sets ω0(tk) and ω+(tk) are connected.

2. Let us prove the second assertion of the theorem by comparing, at a fixed time
layer tk, the solutions of problem (3.9) and the auxiliary problem, which can
be considered as a finite-difference approximation of the classical one-phase
Stefan problem with a time step d−1

1 .
Using, as before, the nonnegativity of the solutions of problem (3.9), we re-
place the function H(t) (2.3) in the formulation of the mesh problem with the
function

G(t)+ t +L, where G(t) = {−∞,0) if t = 0; 0 if t > 0}
which coincides with H(t) for t > 0, and which non-negative part at t = 0
coincides with the range of H(t). Thus, if (uk,ξ k) is a solution to (3.9), then
uk is also the solution of the problem

d1uk+Auk+d1(ξ̃
k−ξ

k−1)=
k−1

∑
j=1

d j+1(ξ
k− j−ξ

k− j−1)+ f−d1L, ξ̃
k ∈G(uk).

(4.6)
Consider along with problem (4.6) the following one:

d1yk +Ayk +d1(ζ
k−ξ

k−1) = f −d1L, ζ
k ∈ G(yk). (4.7)

Since ∑
k−1
j=1 d j+1(ξ

k− j− ξ k− j−1) > 0, then similarly to the previous part of the
proof, we have

uk� yk, ξ
k� ζ

k.

This inequality means (taking into account (4.4)) that

ω+(tk−1)⊆ ω+(tk)⊂ ω̃+(tk), where ω̃+(tk) = {x ∈ ωh : yk > 0}. (4.8)

But G(y) is the subdifferential of the indicator function of the set K = {y ∈ Rn :
y� 0}, and problem (4.7) is a mesh approximation with the time step d−1

1 of the
one-phase Stefan problem with integer time derivative on a fixed interval [tk−1, tk],
written in enthalpy form. This problem was thoroughly investigated in [6], in par-
ticular, the following estimate was obtained for the proximity of the phase transition
boundaries S(tk−1) and S̃(tk) = {x ∈ ω0(tk) : η(x)∩ ω̃+(tk) 6= ∅} on neighboring
time layers:

ρ(x,S(tk−1))6 max{Cd−1
1 ,h} ∀x ∈ S̃(tk). (4.9)

The estimates (4.8) and (4.9) lead to (4.5).
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5. Notes on the implementation of the mesh scheme

5.1. SOR method

The implementation of mesh scheme (3.9) for a fixed time layer k consists of the
solution of the inclusion

d1H(uk)+Auk 3Φ
k, Φ

k =
k−1

∑
j=1

(d j−d j+1)ξ
k− j + f (5.1)

with symmetric and positive definite matrix A and maximal monotone and diagonal
operator H. Taking these properties into account, a possible method for solving
(5.1) is the SOR method (point or block variants). It converges for any relaxation
parameter σ ∈ (0,2) (see proof in [9]). The implementation of the point version of
the SOR method is reduced to the sequential solution of one-dimensional inclusions
of the form

h(t)+at ∈ b

with known b, a > 0, and multivalued function h(t) = {0 if t < 0; [0,L] if t = 0;L+
t if t > 0}. The inverse function ψ = (h(t) + at)−1 is Lipschitz-continuous, and
the solution t = ψ(b) can be find directly. Thus, the implementation of the SOR
method is very simple. The optimal relaxation parameter σ is unknown for the non-
linear problems, and we know from computational practice that it is close to the
parameter of the corresponding linear problem. It is also known from the theory of
the method for linear problems that the rate of convergence essentially depends on
the accuracy of determining the optimal parameter and on the algebraic dimension
of the problem.

5.2. Domain decomposition methods

The proved estimate (4.5) allows us to single out a rather small mesh subdomain
Dk ⊂ ω̄ on the current time layer tk, which contains an unknown moving boundary.
Using this a priori information, various methods of domain decomposition can be
constructed that allow solving a nonlinear problem only in Dk and a linear problem
in the remaining, larger mesh subdomain. Therefore, applying an efficient method
for solving linear algebraic equations and the SOR method only to a nonlinear prob-
lem of small algebraic dimension can lead to an efficient algorithm. In particular,
in [6, 7, 8], the iteration-free domain decomposition methods for the mesh scheme
approximating Stefan problems with integer time derivative were proposed and jus-
tified. A similar iteration-free domain decomposition method can be used for im-
plementation of the mesh scheme for problem with a fractional time derivative. We
will not describe this method, referring the interested reader to the cited papers.
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5.3. A direct method for the mesh scheme approximating 1D problem

Consider the one-dimensional case of problem (2.4):
Dtξ −

∂ 2u
∂x2 = 0, ξ ∈ H(u), (x, t) ∈ (0,1)× (0,T ]

u = ϑ > 0 for x = 0, t ∈ (0,T ]; u = 0 for x = 1, t ∈ (0,T ]

ξ = 0, t = 0.

(5.2)

Mesh scheme (5.1) for this problem contains tridiagonal matrix A and the function
H(t) given by (2.3).

It was established that the phase transition boundary moves to the right. Its po-
sition S(tk−1) on the layer tk−1 is known and let it be a mesh node zk−1, so that
uk−1

i > 0 for i < zk−1 and uk−1
i = 0 for i > zk−1. The mesh function ξ

k−1
i = uk−1

i +L
for i < zk−1, ξ k−1 is in the range from zero to L at the node zk−1, and ξ

k−1
i = 0 for

i > zk−1.
We are trying to find the mesh node, in which the phase transition boundary S(tk)

is located, choosing a node zk to the right of zk−1. The criterion for determining the
reliability of the selected point is as follows. If the selected node is to the right of
the true point, then uk to the left of zk will be negative. If it is to the left of the true
point, then ξ k will be greater than L.

We can use the sweep method to solve systems of linear equations with tridi-
agonal matrix. On the direct sweep, we calculate the coefficients αi and βi for all
i = 1,2, . . . ,n. Then we perform the search for the current boundary point S(tk),
moving one step to the right along the mesh from the known S(tk−1). It suffices
to compute the values of uk at only three grid points, including our hypothetical
boundary point z̃, by backsweep to determine the value of ξ k(z̃) at that point. Then,
based on the analysis described above, we conclude that the true boundary point is
found or it needs to be moved one step. After the true point S(tk) is found, we do a
backward sweep and find uk and ξ k at all grid points. It is clear that in any case the
execution of this algorithm requires O(n) operations.

So, the proposed method has the same complexity as the sweep method for
solving a system of linear algebraic equations with tridiagonal matrices.
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