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Connection between the existence of a priori estimate
for a flux and the convergence of iterative methods
for diffusion equation with highly varying coefficients

G. M. Kobelkov*Tand E. Schnacki

Abstract — An iterative method with the number of iterations independent of the coefficient jumps
is proposed for the boundary value problem for a diffusion equation with highly varying coefficient.
The method applies one solution of the Poisson equation at each step of iteration. In the present paper
we extend the class of domains the iterative method is justified for.
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In [1] (see also [2] and the references therein) an iterative method with the conver-
gence rate not dependent on the coefficient jump was proposed to solve the system
of linear algebraic equations obtained in approximation of the diffusion equation
with a highly varying piecewise constant coefficient.

The proof of convergence of the iterative method is based on the proof of the
existence of an a priori estimate in L, for the flow kVu with a constant independent
of the jump in the diffusion coefficient. At the same time, restrictions on the do-
main and the diffusion coefficient were of the following nature. It was assumed that
the domain is divided into a finite number of disjoint subdomains and the diffusion
coefficient k is a piecewise constant highly varying function. In this case, the subdo-
main with the large value of k should be surrounded by subdomains with k = 1. In
the present paper, we extend the class of domains for which it was possible to prove
the convergence of the iterative method with the rate independent of the jump in the
diffusion coefficient.
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1. Formulation of the problem and a priori estimate

For definiteness sake, we consider the Dirichlet boundary value problem for the
diffusion equation in the domain Q = (J}_, Q;, where

Q={x=x,xn),0<x<1,i=1,2}

Q= {x: (Xl,XQ), 0<x < 1, 0<x <0.5}
Q ={x=(x1,x2),0<x;<0.5,05<x <1}
Qi ={x=(x,x),05<x<1,05<xn<1}

the diffusion coefficient k£ > 2 is piecewise constant and highly varying under the
passage from one subdomain to another one.
We consider the boundary value problem

—div (kVu) = —div((1+ ®)Vu) = f,  u|yo =0. (1.1)

Here
(J)() 1, xeQ
V7Y ai=ki—1>1, xeQ;,i=273.

Here and below the equations are understood in the weak sense. Namely, equation
(1.1) is equivalent to the equality

(kVu,Vv) = (f,v) Yv e HI(Q). (1.2)

The letter ¢ with subscripts or without them denotes, as usual, some constants
independent of the functions entering the inequalities.

We get an a priori estimate for the flow vector function in the norm of the space
L,. Assuming v = u in (1.2), we obtain

(f>v)

|[V&Vu|| < || f]|-1 = sup i

1
veH,

Let us show that in fact we have a more strong estimate in this case. Namely,
the following assertion is valid.

Theorem 1.1. The weak solution to problem (1.1) satisfies the a priori estimate
[&Vull < cllfll-1 (1.3)

where ¢ does not depend on a;.

Proof. Denote ||v||3, = (v,v)p = [p, v?dx. For definiteness sake, let |[kVul|q, >
|kVul|, > ||kVullq,. Extend u from Q3 to Q preserving the class and norm H'
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so that the extended function u should vanish on the boundary Q (in the sense of
traces). In this case, (1.2) implies

k|| Vullg, = — (kVu, Vit)o,ug, + (f, &) = —ka(Vu, Vi) g, = 2(Vu, Vit g, + (f 1)
< e (ke[ Vullo, [[Vullas + ([ Vullo, [[Vallas + 111 Vullos)

or
k3||Vull, < c1 (ka||Vullg, + [[Vullo, + [I£1l-1)- (1.4)

If k2 ||Vul|q, < ||Vullq, + ||f]|-1, then we get the required estimate. Otherwise,
(1.4) implies
k3||Vullo, < 2c1ka||Vullg, - (1.5)

Consider the latter case. Extend the weak solution u to problem (1.1) from €, U
Q3 to Q preserving the class H(} and the norm. As before, denote the extended
function by u. Assuming v = u in (1.2), we get

ko [Vully, + ksl Vel &, = —2(Vur, Vi), + (f,10).
This equality and (1.5) imply the inequality
ks||Vulla; ([ Vulla, + IVulla;) < e2 ([[Vullq [IVullua; + 1A 111 Vall.ua;) -

Using the elementary inequality va?+b% < a+b, a,b > 0, we obtain the final
estimate

ks||Vullas < 3 ([[Vulla +1£1]-1)

which implies the required assertion.

Note that the proof of [1] does not work in this case because the considerations
of [1] required that the subdomain with the greater coefficient k should be surroun-
ded by subdomains with the coefficient k£ of order one. This requirement does not
hold in this case.

Corollary 1.1. The technique of proof implies that estimate (1.3) will be valid
for the case when the domain Q is a union of disjoint subdomains Q;, i =0,...,n.
In this case, k=1in Qpand k = w; > 1in Q;, i =1,...,n, and a function can be
extended from any union of subdomains to the entire domain preserving the class
and norm.

Corollary 1.2. Let the partitioning of the domain satisfy the hypothesis of Co-
rollary 1.1. The coefficient k is said to be variable and highly varying if it has
the following representation k(x) = h(x)g(x), where h(x), 0 < hy < h(x) < hyisa
bounded piecewise smooth function and g is a highly varying piecewise constant
function (such as k above). Estimate (1.3) is valid in this case as well.
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2. Iterative process

Below we consider the case k(x) = h(x)(1 + @), where h(x), 0 < h; < h(x) < hy
is a bounded piecewise smooth function and @ has been defined above. In order to
construct an iterative solver for (1.1), write down the boundary value problem as a
saddle point operator, i.e.,

—Au+div(hp) = f
1 2.1

o Vu=0, o=—.
p+Vu ) s

Recall that the solution to problem (2.1) is understood in the weak sense, i.e.,

(Vu,Vv) — (hp,Vv) = (f,v) Wv e HY(Q)

22
(op,q)+(Vu,q) =0 Vg € La(€). (2.2)

We construct the iterative process for problem (2.1). To do that, write down the
following two-layer completely implicit iterative process:

By, — Av+div (hq) = f
1 (2.3)

Btg+oq+Vv=0, o= pe

The operator B is supposed to be symmetric and positive definite. Formulation (2.3)
assumes usual notations accepted in the theory of difference schemes, i.e.,

v=y", v=y"l oy, = (v;v)

Here 7 and B are iterative parameters.

The initial conditions are formed by the functions W e H&, q0 =Vh, he H(}. In
particular, we may take v’ =0, q° = 0.

The second equation of (2.3) is explicitly solvable relative to q,

. B 1 .
— — V.
q [3+ozq B+a

(2.4)

Substituting this expression into the first equation of (2.3) and taking into account
the equalities v = v+ Tv;, q, = q + Tq;, we get

(B —aiv (55 ¥) Yo =av—aiv (520 a) aiv (g wv) + 7

Thus, the implementation of iterative process (2.3) requires the equation with the

Operator
C =B — 1A —div (Mv>
B+a
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to be ‘easily solvable’. In this case, given known values of v and q, we can calculate
v by solving the equation

_ . hp . h
Cv; = Av—div (Mq> + div <l3+Otvv> +f (2.5

after that, q is obtained from explicit formula (2.4).

For definiteness sake, assume that we have an efficient solution algorithm for
the Dirichlet problem for the Poisson equation in the whole domain. In this case, the
algorithm requires one solution of the Dirichlet problem for the Poisson equation in
the whole domain Q at each step of the iterative process in the differential case.
In the discrete case, we may take for C any easily invertible symmetric positive
definite operator (for example, the identity operator). The rate of convergence for
sufficiently small T will not depend on the jump of &, but, generally speaking, it
depends on the discretization parameter.

The proof of convergence of the iterative process basically coincides with [1].
Let C = —A. In this case we have

B= —A+1A+div <mv> .
B+a

The following condition is sufficient for the operator B to be positive definite:

r(l+h2/[3) <1 (2.6)

where hy = maxh.
Take some 8 > 0 and fix T > 0 so that (2.6) holds true. In this case, there exist
positive constants y; and 9 such that the following condition is valid:

“NA<B< —pA. @.7)
Write down equation for the error w =v—u, r = q — p:

Bw; — Aw +div (hr) =0

PO 1 (2.8)
Brr;+ar+Vw=0, o= e

Denote
2 2
el = (), vllo = [ vdx, Vvl = vl

i

Take the scalar products of the first equation and 27w in L, and of the second equa-
tion and 2A7T in L. Adding the results, we get

99113 = 1wl + 22wl + 22131 + BellF; — Beliells + B x5 +2 (e, F) = 0
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which implies the estimate
115 = lIwlig + 72 lIwellz + 22 ][w]I% + Bl[F; — Brlrli +27(AF,F)a, <O. (2.9)

Estimate the norm |[r|| from the first equation of (2.8). Note that the choice
of initial conditions and (2.4) imply that T has the form ¥ = d(x)Vg, where d is a
piecewise constant function. By d; we denote the value of d in Q;. For definiteness
sake, let [[T]|q, = [|[T]lq, = ||IF]lq,. Extend g from Q3 to Q so that g € H}(Q) and
| Vgl < ¢||Vg|lq,- Taking the scalar product of the first equation of (2.8) and g in
Ly, we get

hi|[Fl8; < (AF,F)a, = (Bwi,g) + (Vw, Vg) — (HE,Vg)a, — (T, Vg)a,
< C(HW:HB 18115+ w1 [1glh + hal[Flle, [IVElley) +halFle, ||V§||91>

< ca(Iwilla+ 11+ [Fllay + [Flle, ) Pl
Dividing by ||T||q,, we get
Flla: < ca(Iwilla+ 1911 + [Fllo; + [Flle )- (2.10)

Let us consider two cases. If ||¥]|q, < ||w¢||z + ||W|[1 + [|T|lq,, then the previous
relation implies the inequality

IFllas < 2¢3 (1Iwills+ 1]l + ¥l )

which gives
=12 2 1512 1 IFe2
F B0, < co (il + 191+ IF12, ). @.11)

If |||l > llwells + W1 + |[r]|o,, then (2.10) implies the inequality
[Tllo; < 2cs]T]l,- 2.12)

In this case we estimate ||r|| in the same way as in the proof of the a priori estimate.
Namely, extend g from Q, U Q3 to Q preserving the class and norm. Let g be the
extended function. Take the scalar product of the first equation of (2.8) and g. We
have

hdo|| Vg, +hds||Vella, <(hdVe, Ve)a,ua,
= (Bwtag) + (Vw\7 Vg) + (hdvga V@QI
[wellsl1g]l8 + Wl 1811 + A2 I¥]l e, Ig]la;

<
<c(Iwlls+ 111+ [Fllay ) (1V8llo, +11Vellay )
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Estimate from above the left-hand side of the latter inequality with the use of (2.12).
We have

ds | Vg, +mids |V, = 1 (IFls [ Vglloy + ¥l IVello, )

> i (IFlle, IV8llas + [Flles 1Vglla )
~ 1
>l (1Vell + 5.-1Vello
c3

> c|[Flos (1 V8llos + 11 V¢llo, )

The last two inequalities give an estimate of form (2.11) (possibly, with another
constant). Thus, we have proved that the norm ||r]|q,u0, satisfies estimate (2.11) in
any case.

Multiply both sides of (2.11) by y72, where ¥ > 0 will be determined further.
Adding the obtained result to (2.9), we get

115 = lIwll + 721 = can) lwill + 72— cayr) W]

+Brl[Flfz — Brlel; + T2k —cayn) [F]G, + 1o |[FllE,00, <O (2.13)
Take 7 so that the following inequalities hold:
C4}/< 1, C4YT < hy.

In this case, taking into account (2.13), the previous inequalities, and the bounded-
ness of 4 from above and below, we obtain the final inequality

—1
113+ BelFl; < (1+es7) (Iwli3+Brliel}). (2.14)

The constant c5 in (2.14) does not depend on the jump of the coefficient k. Thus,
we have proved the following assertion.

Theorem 2.1. Let the parameters B and T of the iterative process be such that
the operator B is positive definite. In this case, iterative method (2.5), (2.4) con-
verges with the rate of geometric progression with the exponent not dependent on
the jump of the coefficient k.

It is not difficult to see that Theorem 2.1 is valid for domains satisfying the
conditions of Corollary 1.1.
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